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Intelligent Techniques

Inference
engine
Expert system

Learning Inference

Knowledge base
Learning model

Proving, Game
Problem solving

Intelligent
system

recognition
& understanding
system

Natural
language
processing

Recognition

Character, Speech, Image processing
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What is an Agent?

* Anagent is anything that can be viewed as perceiving its environment
through sensors and acting upon that environment through effectors
(S-Russell, P.Norvig, 1995)

sensors (archie, netscape, webbrowser etc.)
percepts

‘_———_
actions

effectors
(ftp, telnet, email, webbrowser etc.)
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Functional Architecture of Intelligent Agent

_ Inference.

Information retrieving User specified Neural networks Interface Inter-agent
Infomtion fitering System specified Case-based Speech Communication
Searching Memory based Language

6
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Factors of Intelligent Agent Technology

Intelligence , Agency

Machinery Security

SUAREL 2HHE ALY
mutual, privacy, payment
public authentication

Ct2 8t intelligence degree & X2
Shs X E

inferencing, learning
validation, representation

Access
Content

MachineryJ} content &

=28 Soll actionS +HE £
UN Bte YUY

networking, mobility

data & service application

MachineryOil Al M0j= FEt
SH&E U0

rule, context, grammar, ontology
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Conceptual Agent Modeling
|
Security Access
Access
Behavior
o
Content Machinery
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Types by Network’s Structure
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Types by Agent’s Environments
S
Operating System Agents
Desktop Agents Agplicat;gon}:Agents s
(user assistance) Application Suite Agents
Web Search Agents
Web Server Agents _
Information Filtering Agents |
Information Retrieval Agents
Internet Agents Information Extraction Agents
(information agents) Notification Agents
Service Agents
Mobile Agents
Middle Agents |
Collaborative Customization Agents
Intranet Ageptg Process Automation Agents s
(workflow, customization) Database Agents
Resource Brokering Agents
11
Drawback in Conventional Researches
"
» Lack of Theoretical Model and Development Methodology
» Lack of Ability to deal with
— Complexity of User’s Requirements (Time/Quality/Cost etc.)
— Heterogeneous as well as Huge Information in Internet &
— Acquired rather than Retrieved
— Distributed Processing
— Large Scale Network (Multiple Wide Area Network)
Y
12
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<QOverview>
. Heterogeneity and
Conventional Approach: - ;
Completely-Accurately Inconsistency of DB '@r
/Nearly-Autonomous
(CANA)
4———{ Inference ]
Complexity of Wy
User’s Requirement. r
DAI Approaches
: Distributed Proble
Solving
Advanced Approach:

Functionally-Accurate
/Cooperative Paradigm
(FA/C)
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4———[ Multi Agent System ] §ﬁ

—hetiMobile Agent System]
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Completely-Accurate/
Nearly-Autonomous Approach
* Definition (1980)

- Assumption: Each decomposed agent has sufficient data to solve
its assigned sub-problems completely and accurately . with little or

no interaction with other agents

— Little or no communicate with other agents

— Simply information retrieval

¢ Limitations

—~ Communication bandwidth

|
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Delay of synchronization time
Reliability
Speed etc.

15

New Trends

* Distributed AI Approach to Agent System
~ FA/C Paradigm (1991)
— Mobile Multi Agent System (1998~)
~ Cooperative Information Gathering (1999~)

* Development of Agent Frameworks
~ JAF (Java Agent Framework) (1995)

~ DECAF(Distributed Environment Centered Agent Framework)

(1996)

~ Advanced DECAF(2004~)

Young-Im Cho
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Distributed Artificial Intelligence(DAI)

e
* Modern Approach to Agent System
* Generalization of Al
DAl is the study, construction, and application of multiagent systems,
that is, systems in which several interacting, intelligent agents purse, some _
set of goals or perform some set of tasks e
- Gerhard Weiss, Multiagent System
* Types
— MAS(Multi Agent System)
» Focus on agents coordination L
— DPS(Distributed Problem Solving)
* Focus on task decomposition and solution synthesis
— Hybrid: MAS + DPS FA/C Paradigm
FA/C Paradigm + Mobilitye=p Mobile Agent .
Young-Im Cho
Attributes vs. Potential Range in MAS
e
Attributes Potential Range
number from two upward
uniformity homogeneous ... heterogeneous
Agents goals contradwtmg ... complementary
architecture reactive ... deliberative
abilities simple ... advanced
(sensors, effectors, cognition) L
frequency low ... high
ersistence shorlt-term ... lon -terml deei )
. eve single-passing ... knowledge-intensive
Interaction § patrern(flow of data and control) degent?alize hierarchicg
variability fixed ... changeable :
purpose competitive ... cooperative ‘%{;,
predictability foreseeable ... unforeseeable
. dynamics fixed ... variable
Environment dlvc;rsit)l' poor .. Rich
availability of resources restricted ... ample

Young-Im Cho
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Distributed Problem Solving(DPS)

2
* Distributed Processing
- Appropriate when subproblems are Distibuted Problem Soing
independent
— Given a computational problem P Problem Problem
P— P,(I< i<n)—> TP, (RJ ®)
— Return to P o
[
* Distributed Problem Solving ° G s ° ° ° e e
— Appropriate when subproblems have
interdependencies and where there is
some benefit to be gained both
logically and in terms of the global 2
solution from agent communication )
- P Y Tpucicny 3P,
y * Find Solution
— Partial results can be exchanged
among agents 19
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Functionally-Accurate/Cooperative
Paradigm (FA/C) -
* Approaches to Multi-Agent System by DPS
* Proposed by Victor R.Lesser (Univ. of Mass, 1991)
— Agents are solving interdependent, large-grained subproblems
— Agents can generate partial and tentative high-level solutions in spite of ]

incomplete and uncertain information

— Agents can partially resolve inconsistencies and uncertainties based on
constraints derived from partial solutions to interdependent subproblems
received from other agents

« Advantages
— Lower message traffic

— More system reliability in face of processor, communication and sensor
failure

— Less agent idle time and more parallelism

Young-Im Cho
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Example of FA/C

» Two-Agent Distributed Aircraft Monitoring Scenario
I Agents A ] I Datalnput ] rAgentsA I lFinal Solution
B 1a
2A
3a Ghost Track S
: %
21
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Taxonomy of Coordination
The process of managing
Coordination |I——>| interdependencies
/ \bitween activities
Cooperation Competition =
Planning Negotiation
. ®
Distributed Centralized
Planning Planning
22
Young-im Cho

_57_



Research Components of FA/C

User’s Requirements

|

Distributed
Goal Tree
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Task Analysis, '
[Environment

odeling Simulation

)

. —>
implementation

Design-To-Criteria
Scheduler

)

RESUN Planner
DRESUN Planner

——
1nteraction

JAF, DECAF
Agent Framework

¢

Generalized
Partial
Global
Planning

|

Information
Gathering System
(BIG)

CIG model 23

Agent Negotiation Algorithm

¢  GPGP (Generalized
Partial Global Planning)
- Gl ICI®ESOI U
SO A4S ZHECR
MoHLIY 2 2HE
HZE > JAZE Ho
B Bofid 2eERS
2 Uptsie 28 0y
Ol AIBEl= 84 2D
s

—  Facilitator0ll 213 S

Agent A

AN

ordinationEven

KOML
message

‘ Agent B

Coordinatio;

S

FSMEvent .
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TAEMS

TAEMS (Task Analysis Environmental Modeling and Simulation) -
- A RXE HLHEOZM M AAE 2EE 86 LIJID) 2I& S8
PASH ER| PAE H40lE AlAY SR

- EMSITED: HOINE SH(goa)t HAS2S ASAEMLE LIEIH A

(O

<Distributed Goal Tree> <TAEMS Task Structure>

25
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Case Study:BIG
(Resource-Bounded Information Gathering, 1999)

Internet

Search Engines BIG 5
(InfoSeck, AltaVista...) (Web-based 1G)

Selection Among Results 26
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BIG vs. Web-based Information System

Meta Search Engine [Personal Information Agent| Shopping Agent
g g ping Ag
Similarity}- Using multiple different | ~ Gathering documents by - Gathering documents with!
web search tools actively web searching price information
Differencd- Learning products over | - Performing information - Difference in complexity
(BIG ability) | time extraction on retrieved data of decision process and ‘
- Reasoning time/quality quxjrr.latlon processing e
trade off of different web facilities
search options
- Supplementation IR - Search from one or more - Search from built-in
Character cific points on web libs
L. technology of search Specilic ponts on we ibrary .
istics engines - Selectively pursing links - Development of shopping
- Clustering documents for relevant information sites and interaction of
- Toomuch data - Concept-driven relevant information
- SavvySearch - Not as fast as Meta Search - BargamnFinder
Types - MetaCrawler Englne - Shopboat
- Spider - Jango

Young-Im Cho
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BIG Agent Architecture

Task Assessor )
Q\read\

— { User Interface) sz

Server Information
Object Database

w

queries,
goals/criteria,
results,
guidance
g

Irlw

SUN Information
Gathering Planner

read~{Blackboard
generate
Decision -
rea
Design-to-Criteria TAEMS
Schedule Task Structure update
Database
Produce
Task Schedule

(O Executable Module
[ Data Module

Data Flow
(Active Data Model)
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o
?[cution & re%

Web Retrieva
Interface

Execution Subsystem
Monitoring

Information Extractors
Document Classifier

28
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Execution Trace

< Client > =
* Query Formulation : User Interface
* Plan Construction : TAEMS
* Schedule Generation : DTC Scheduling
* Information Retrieval and Extraction : RESUN Planner LY
* Decision Making : Score Calculation

o 29
TAEMS Task Structure
Task
qaf: Seq__Sur‘n( ) o |

30
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Schedule Generation

Method Name Schedule Time | Execution Time
Scheduling 8
Send_Query_maczone 1 - 1
Send_Query_cybout 2 T
Send_Query_macmall 1 0
Slack_MyTime 27 27
Get_Back_macmall 19 19
Get_Back cybout 20 22
%}F’ ngE macmall 19 8

edian_Quality_Duration_9 72 67
High_Quality_Duration_5 51 49
Get_More_Detail 2 34 10
Get More Detail 2 35 58
Get More Detail 5 76 76
Llser Review Method 127 144
Benchin_Review_Method 137 137

|___Make Decision 1 2
Total Time(request time 600) 622 629

Young-im Cho

31

Information Retrieval & Extraction

— Control flow
—* Data flow

Young-im Cho

Retrieve by URLSs list
.11 - 2

4 documents
Selected
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Example

Product N T TWordPerfect 3.
Product Name : Corel WordPerfect 3.5 roduct Name "+ Corel WordPerfect 3.5

¢ : Price . $159.95

Price : $159.95 DiskSpace  : 6MB

DiskSpace  : 6MB Processor -

Processing Accuracy (Rating) : Platform : macintosh power_macintosh system_7_or_higher

PRODUCTID=0.8 PRICE=1.0 DISKSPACE=0.8 Processing Accuracy (Rating) :

PRODUCTID=1.4 PRICE=1.6 PROCESSOR=0.0
DISKSPACE=0.8 PLATFORM=2.0 MISCREQ=1.2

g

http://www.mpp.conm/mediasoft/keystone/cwp7off.htm
http://www.osbome.com/whatsnew/corelwp.htm
http://www.cdn-news.com/database/main/1997/2/24/0224010N.html
http://iwww.corel.com/products/wordperfect/

Red : Found or updated data ) 33
Young-im Cho
Example of Information Fusion
?
By
KZCM”II 1. Generate two
! metrics of URLs
2. By other search |
User’s Query engine(InfoSeek)
if needed
PQUALITY : Information Quality by Use’s Preference
SQUALITY : Degree of Reference
34
Young-Im Cho
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Example: Evolution of Dramatica Product Object

Product name : DRAMATICA PRO 2.0 3.5IN DSK

Company name : Screenplay

Price :1289.9

Processing Accuracy : {Genres 0) (PRODUCTID 0.8) (COMPANY 1.0)
(PRICE 2.2) (PRODUCTDESC 0) (PROCESSOR 0)
(RAMREQ 0) (DISKSPACE 0) (PLATFORM 0)
{MISCREQ 0) (OVERALLQUAL 0)

(a) Initial Product Object

Product name : DRAMATICA PRO 2.0 3.5IN DSK
Company name : Screenplay

Price :1289.99

Processor:

Platform : macintosh-system_7.0_or_higher windows_95
misc requirement : (mb ram)

overall quality : -0.57{4286

Usefulness : 0
Future Usefulness : -1
Ease of Use :-1
Power H
Stability -1
Enjoy ability : 0
Value : 0

Processing Accuracy : (Genres 0) (PRODUCTID 0.8) (COMPANY 1.0)
(PRICE 2.2) (PRODUCTDESC 0) (PROCESSOR 0)
(RAMREQ 0) (DISKSPACE 0) (PLATFORM 0)
(MISCREQ 0) (OVERALLQUAL 0)

Review Consistence : ({(PQUALITY -0.5714286) (SQUALITY 1)))

(b) Product Object after Two Documents

Young-Im Cho

Product name : DRAMATICA PRO 2.0 3.5IN DSK

Company name : Screenplay

Price 1289

Processor:

Plaiform * macintosh-system_?7.0_or_higher windows_95

misc requirement : {(mb ram)

overall quality : 2.857143

Usefulness :3

Future Usefulness : 2

Ease of Use 5

Power 12

Stability 10

Enjoy ability 4

Value i 4

Processing Accuracy : (Genres 0) (PRODUCTID 0.8) (COMPANY 1.0}
(PRICE 2.2) (PRODUCTDESC 0) (PROCESSCR 0)
(RAMREQ 0) (DISKSPACE 0) (PLATFORM 1.8)
(MISCREQ 1.2) (OVERALLQUAL 0)

Review Consistence : ((PQUALITY 2.857143) (SQUALITY 3))
(PQUALITY 0.71428573) (SQUALITY 3)
((PQUALITY 1.4285715) (SQUALITY 1))
((PQUALITY 2) (SQUALITY 2))
((PQUALITY -0.5714286) (SQUALITY 1)))

(c) Final Product Object

Red: Found or updated data

35

Agent Platform

* FIPA (Foundation for Intelligent Physical Agents): i Ol & E D} 2 B30T

<FIPA Management Reference Model>

Young-Im Cho
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DECAF Agent Platform

¢ Proposed by Keith Decker (Univ. of Delaware, 1996)
e DECAF ( Distributed Environment Centered Agent Framework
* AgentQS &E
« Functions
- ZAEZ0 ZE
- OOINE X X, NOIXNE S4l, planning, AN EE, A DLIEHE,
coordination, & &, 3t S8 HOIGHD M5 A4S REstE B
¢}

AE NS
- AAZ AN EZIMS MAGDHAKS ZWSD NOINE SAS 48
8} = building block2 M2
~ APIOI THSH XIA10] @& T2 Jts
. 2y
~ OIOIME 0| S A H( Agent Name Server)
- E B D|(Plan Editor)
- DECAFZY {3
37
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Agent Name Server
» DNS(Domain Name Server)2t S AISH INE S8 HEIHOIHE AIAE
OIE90 9Egs 28
« X TR LHS NIOIMEE MNEdt= HE gt
+HOIBE S8
[ Agent Name Server (ANS) ‘
DECAF DECAF DECAF
HOITE ZHYSA CIOINE Zausa IOIME TS
NOIME BRI HOIME Bl OONE B
38
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Plan Editor

C COHOI0N S3 MR RUYS MTRYL HAID HASS BoE [y
HEB&=GUIEHES ECIX EE2 BT

a
Sme =
N
S
=N B
. ; . -
’,/ \\\ \\\:\\_ _:~\_‘_
e S . .
I‘uun;:;, vl - R foies [O 7 oWl feRat Tl
s {
\ \ B
HEMIE CHOR ATV \ >
D ENOPFROVY . ’
TILAPE COK Daaror_sadla ] \f— senwaz “_/
} X f
1RcHm CID
B L& B Te )]
: 1 '_? , \

2

39
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DECAF Structure
¢ HIOINE MM NE, AR ASXEF=
sipioler 23 KA Aaﬂ Y os U

Blan File l , Incoming KQML Message —| « KQML 0|2 3104 S4l
v

Incoming Objectives queue Agenda queue
essage queue
Agent

Initialization Dispatcher Planner Scheduler Executor

Task Templates Pending Action
Hashtable Action queue Results queue

DECAF Task and Controf Structure

v !

Domain Facts and Beliefs Action Modules...

Outgoing KQML message

Young-Im Cho
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Mobile Agent System
* Program, typically written in a script language, which may
be dispatched from a client computer and transported to a
remote server computer for execution
* Basic Model -
Client Applications Server Applications
Mobile Agent Mobile Agent 2
Meeting Place Meeting Place q
Network Interface Network Interface
1
Young-Im Cho
RP vs. RPC
R
RPC(Remote Procedure Call) ¢ RP(Remote Programming)

19709 0H 10t 22O F HREH2A SAS
StEREHUHM COE BREHZA ZZANE
SEB=E HSA ELE A

Request / Acknowledge

cHets ABlA

A&£He SME2 a7

Young-im Cho

RPC2 HHEZS 2&8 )Y

HRESUA ZIZAIH SEE otLiat
CIE BRHEUA 88 > AES
MBI A= Z2AME HSTHE HE ]

LS Ml A

OIS LRI US4+ E ESSH

42
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Mobile Agent

RP,RPCS HIEQIE E& SCIOIHE
ANHZ2HHIOIE MSato SHHES I
OID) AATH MotE 2y

RPOIA 415 HEH E2 AHUAN =
MOl T2 AN 2| AEH
SHIEOIE 2B IZAI NI 8 F
Ol UOLE SH= ZIZANE HEAM
£EHH= AE 201 0129 ISH A

S A HOIREY L
HEE HOINES A0 &5 A . <:>mmx

Machine A Machine B 2]

UPE L85, M E 2= THAl A e *—
BN S
DHHY GIOIME XHAIO] OIS 8 THOH Ul Agent
E% 3% Mgagﬁ mg%%% go' il’ Machine C
XIotX &M, XHAI0l Olsotl Y& X
£ %E% QRN %8 <Concept of Agent-Tcl>
43
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Types of Mobile Agents by Languages

¢ Multiple-Language Systems
— Ara: http://www.uni-kl.de/AG-Nehmer/Ara/
~ D’Agents(Agent Tcl): http://www.cs.dartmouth.edu/~agent/
— Tacoma: http://www.tacoma.cs.uit.no:8080/TACOMA/
» Java-Based Systems \xr
— Aglets: http://www.trl.ibm.co.jp/aglets
— Concordia: http://www.concordia.mea.com/
— Jumping Beans: http://www.JumpingBeans.com/
¢ Other Systems
— Messengers: http://www.ics.uci.eduw/~bic/messengers/ %.
- Obliq:
http:// www.cc.gatech.edu/gvu/people/Phd/Krishna/VO/VOHome.htmi
— Telescript: http://wwwigenmagic.com/technology/mobile_agent.htmi

Young-im Cho
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Applet vs. Aglet

* Applet(Moving code)
— Code that can move across a network from a server to a client
— Server9 class file EJ 2 Q= applet codeJ} clientOl A SE Al
clientZ2 copyTl M A client Ol Al =24 &

* Aglet(Mobile agent)

— Running Java program(code and state) that can move from one
host to another on a network

— Halt its execution, move to another host on the network while
maintaining their state, and resume execution on the destination
host

— Run as a thread(or multiple thread) inside the context of a host
Java application

45
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Example of Mobile Code Paradigm
R
Interact and cooperate to make a chocolate cake

- Two friends (A, B) B/A Before After
— Make the cake (the result of a service)
— A recipe is needed Paradigm Client Server Client Server

(know-how about the service) RPC A Know-how | A Know-how
- Ingredients (movable resources) Resources Resources
— Anoven to bake the cake B B

(a resource that can hardly be moved) RP }I:":w' geso“mes A I]{:;:i::
— A person to mix the ingredients following the recipe A B

(a computational component responsible Mobile Agent | Know- | Resources Know-how

for the execution of the code) how Resources
~  To prepare cake A A

( to execute the service)
- All these elements must be chocolated * A, B: agents

in the same home (site) * Know-how: code or procedure

* Resource: database, system
resources
46
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Mobile Multi Agent Systém

. A
- HIEKIENZ N INESE A
8t 2E SES LtstE ™

oA O AdRIAE KA EHCh

- ZHE COIMEL IS

= e

XS Lt =
M - JEQ MHIAE 2B M2
Mobile Agent oblle Multi Agents 2 MElAS MZ22 HIXL)
. Multi X= X|2BHC}
Agents = ATE =
- OIHY AFSIOI CHEHSI 28
ol 518 MBS X
- HBIEER
-~ CAGIS DIAS
- Voyager
47
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Basic Concept of Proposed PDLS System
* Agent based Personalized Digital Library System
End U: = =

Suggestion L
Suggestiok managément

48
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Structure of PDLS System

Young-Im Cho

GUI of PDLS

3 panes
- Query / Monitoring window
- Remote library window
- Local library window

Young-Im Cho
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User Profile of PDLS

Clustering

feedback
Show results

» Construction of initial user profile by user’s first input information
*  Weight according to user’s keywords »
» Updates user’s profile information by Kohonen’s Self Organized Neural Network g%k

RifGhefr Nl

R
NCEN

JT
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Simulation Scenario of PDLS

52
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Simulation Results

Retrieval Times
(milion)

POLS vs. C/S

EC/S 90413500 452(1400 95341105200
BPOLS 20082400 50456300 504357200
53
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TMA(Tissue Mineral

Qoo YAMNE HIE A& ATy 8y
Ao
CHAHAER &

S Fstoh By

Ol MY ROl &F

(HIH 480 = =¥)

EEE]
2 ATEN LIEFE
METE-ER
vre 25k
2 B3
ag

& What is Tissue Mineral Analysis?
& What does Hair Reflect ?

& Is Blood as good an indicator of Mineral
Status as Hair ?

& Why test for Minerals ?
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Analysis)

QIH 2]
HHENEE
LIEH
ML THAF
Zaohi
BHAEGHA R

2 M

Ol L28ld o)

ADRENAL MEDULIA

Estrongen

Adrenal cortex

Parathyroid

posterior Pituitany

CALCIUM RETENTION

MAGNESIUN RETENTION

INCREASED RENAL RBABSORPTON
INCRBASED INTESTINAL ABSORFTION

DECRERSID INTESTINAL ABSCRPTION
DECREASED REMAL REABSORPTION

SODIUM AND. POTASSIUM LOSS
PHOSPHCORUS LOSS

¥ Panoreas

2

Progesterone

PHOSPHORUS RETENTION

SOCIUM AND POTASSIUM RETENTION

1

INCREASED RENAL REABSORPTION
INCREASED INTESTINAL ABSORFTION

DESREASED INTESTDNL ABSORPYON
DECREBASED RENAL REABSORPTION

CALCIUM LOSS
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TMA &

Q=2 TMA SAEY 2 2L
Ay

INTERNET

DTMA-O-I :g-éi BH&,&B,%E!&

Q §&S8 S0lsty Ue AART A3 ko Types

0 A0 FII2 st JSAEH(DIUE) vty
O WA L B JAAE(OIUE) Y
QO 89Nk RAULDE= DIUHES AEHS o
O =3 IS |8 sl o
57
s AE A
=
| Toolof 9B 24 ) Al Inference
Collections Techniques P/.ed/‘ct/qn
Diagnosis

Feedback and Knowledge Adjust

58
Young-im Cho

_75_



ZF2 DB+

Patient Report & |
-IDY AZ SI1%

Slow #1 28 28

- Title2} Directory Xt
- Sentence] File3}

Graph Report &4 .

CEXRID RO

T

Element %3] 22 Slow #1 28 24 |
SYu TETHE - Report & Sentence B - Tl
sht = Index & 7|3} B2 &Y
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AOIFE0] oI5t ERAIAHTA

—
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*

R 2 & (Misclassification) 8 & 2 4 8
»EzEs

awg 61
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Conclusions

* Comparison between Conventional Agent and Advanced
Intelligent Agent Technologies

* Future Research
— Mobile Multi Agent System
- Theoretical Research about Agents
— Intelligent Ubiquitous Computing with Agents

62
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