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ABSTRACT

In this paper, a recently proposed parallel hybrid particle-continuum (DSMC-NS) scheme
employing 3D unstructured grid for solving steady-state gas flows involving continuum and
rarefied regions is described [1]. Substitution of a density-based NS solver to a pressure-based
one that greatly enhances the capability of the proposed hybrid scheme and several practical
experiences of implementation learned from the development and verifications are highlighted.
At the end, we present some simulation results of a realistic RCS nozzle plume, which is
considered very challenging using either a continuum or particle solver alone, to demonstrate
the capability of the proposed hybrid DSMC-NS method.

Introduction

Several important gas flows involve flow fields having continuum and rarefied regions, e.g.,
hypersonic flows [2], vacuum-pump flows with high compression ratio [3], expanding RCS
(reaction control system) nozzle plumes in aerospace and space applications [4], physical vapor
deposition processes with heated sources [5], pulsed-pressure chemical vapor deposition
processes [6], among other things. Understanding of the underlying physics through simulation
and modeling in the above flows are important for the success of these disciplines, in addition to
the usual experiemental studies.

In general, these flow problems are governed by the Boltzmann equation, which is very difficult
to solve numerically or analytically due to the existence of collision integral and high number of
phase-space dimensions (up to seven). It is well known the direct simulation Monte Carlo
(DSMC) method [7] can provide more physically accurate results in flows having rarefied and
non-equilibrium regions than the continuum flow models such as the NS equations. However,
the DSMC method is extremely computational expensive especially in the near-continuum and
continuum regions, which prohibits its applications to practical problems with large domains. In
contrast, the computational fluid dynamics (CFD) method, employed to solve the Navier-Stokes
(NS) or Euler equation for continuum flows, is computationally efficient in simulating a wide
variety of flow problems. But the use of continuum theories for the flow problems involving the
rarefied gas or very small length scales (equivalently large Knudsen numbers) can produce
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inaccurate results due to the breakdown of continuum assumption or thermal equilibrium. A
practical approach for solving the flow fields having near-continuum to rarefied gas is to develop
a numerical model combining the CFD method for the continuum regime with the DSMC
method for the rarefied and thermal non-equilibrium regime. A well-designed hybrid scheme is
expected to take advantage of both the computational efficiency and accuracy of the NS solver
in the continuum regime and the physical accuracy of the DSMC method in the rarefied or
thermal non-equilibrium regime.

In the past, there were several efforts in developing the hybrid particle-continuum scheme. Most
studies employed structured grid for both the particle and continuum solvers [8-12), in which the
location of breakdown interfaces between continuum and rarefied regions was specified in
advance [8,9,11,12] or identified after %ne-shot? CFD simulation [10]. One immediate
disadvantage by employing structured grid is that the pre-specified breakdown interface does not
follow faithfully the interface determinde by some breakdown parameters [7, 13], which may in
turn either increases the runtime or induce inaccuracies of the solution. In addition, some
techniques, such as particle cloning [12], overlapped region [8,12] and iteration [8] between
particle and continuum regions, are used to reduced the statistical uncertainties in coupling the
two solvers. Among these, the hybrid schemes developed by Wang et al. [11] and Roveda ez al.
[12] are potentially suitable for simulating unsteady flows, while the others were only designed
for simulating steady flows. In the above, only one-dimensional and two-dimensional flows were
demonstrated and extension to parallel or three-dimensional simulation has not been reported to
the best knowledge of the authors.

Recently, Wu er al. [1] has developed a parallel hybrid DSMC-NS scheme using 3D
unstructured mesh. Parallel implementation is realized on memory-distributed parallel machines,
e.g., PC-cluster system. In this method, a domain overlapping strategy, taking advantage of
unstructured data format, with Dirichlet-Dirichlet type boundary conditions based on two
breakdown parameters, was used iteratively to determine the choice of solvers in the spatial
domain. The selected breakdown parameters for this study include: 1) a local maximum
Knudsen number, proposed by Wang and Boyd [13], defined as the ratio of the local mean free
path and local characteristic length based on property gradient and 2) a thermal non-equilibrium
indicator defined as the ratio of the difference between translational and rotational temperatures
to the translational temperature. A supersonic nitrogen flow (M.=4) over a quasi-2-D 25° wedge
and a nitrogen flow, which two near-continuum parallel orifice jets underexpand into a near-
vacuum environment, were simulated to, respectively, verify its validity and demonstrate its
capability in solving realistic 3-D gas flows. Effects of the size of overlapping regions and the
choice of breakdown parameters on the convergence history are also discussed in detail.

In the present paper, this recently developed hybrid DSMC-NS scheme is described briefly for
completeness. Improvement of the NS solver by using a pressure-based solver is described next.
Then, several practical experiences learned from the development and verifications of the
implementation are shown in detail. Finally, simulation results for several challenging flows are
presented to demonstrate its capability.

Hybrid DSMC-NS Scheme Using 3D Unstructured Mesh

In the proposed coupled DSMC-NS method [1], steady-state flow calculation is assumed. There
were two numerical flow solvers included: one is the 3-D DSMC code for rarefied and thermally
non-equilibrium regions, named PDSC (Parallel Direct Simulation Monte Carlo Code),
developed by Wu® group [e.g, 14] and the other is HYB3D, a density-based 3-D Euler and
Navier-Stokes solver for continuum regions, developed by Koomullil [e.g, 15]. In the present
study for nozzle plume, a pressure-based NS solver, named UNIC-UNS, using 3D unstructured
mesh, developed by Chen and his coworkers [e.g., 16-17] that is applicable at all speeds, is used
for continuum regions. It is rather straightforward to exchange the information between the
PDSC and this UNIC solver in the proposed DSMC-NS scheme because both methods use the
unstructured grid topology with parallel computing. However, proposed coupling procedures
between DSMC and NS solvers are not limited to any specific codes, and selection of these two
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solvers is for the purpose of demonstration. Both codes are introduced briefly in the following,
respectively, for completeness.

DSMC Solver (PDSC)

Details of the features of the PDSC code can be found in the reference [14] and are only briefly
described here for brevity. PDSC features 3-D unstructured grid, parallel computing with
dynamic domain decomposition using MPI, variable time-step scheme with adaptive mesh
refinement and treatment of high-temperature chemical reacting flows. It can be implemented
efficicntly on general memory-distributed parallel machines, such as PC-cluster system.

Navier-Stokes Solver

The present Navier-Stokes solver employs an unstructured-grid topology and has the following
important features: 1) Cell-centered finite-volume for the numerical integration of governing
equations, 2) An upwind method with linear reconstruction scheme for convective flux
evaluation, 3) Modified pressure-velocity-density coupling algorithm of the SIMPLE type with
added pressure damping term, 4) Parallel computing based on domain decomposition with
message passing interface (MPI), 5) Turbulent flow simulation capability with the standard and
extended k-g turbulence models, and 6) General chemical reacting flow treatment. One of the
most important features of this NS solver is the use of pressure-based method which allows
accurate simulaiton of the flows at all speeds. Either implicit first-order Euler time-marching or
second-order time-centered scheme can be used for time integration. A second order spatial
accuracy is achieved using Taylor® series expansion and the gradients of the flow properties are
computed using a least-square method. The creation of local extreme during the higher order
linear reconstruction is eliminated by the application of limter proposed by Barth and Jespersen
[18]. Parallel computing of the NS solver also incorporates the graph-partition tool, METIS,
which is the same as that in the PDSC. .

Breakdown Parameters

A continuum breakdown parameter, proposed by Wang and Boyd [13] for hypersonic flows, is
employed in the present hybrid DSMC-NS method as one of the criteria for selecting proper
solvers. The continuum breakdown parameter Kn,,,, is defined as

Kn,, =max[Kn,,Kn, ,Kn,] (D

where Knp, Kny and Kny are the local Knudsen numbers based on density, velocity and
temperature, respectively. They can be calculated from the following general formula

Kn, = é]VQl @)

where Q is the specific flow property (density, velocity and temperature) and A is the local mean
free path. If the calculated value of the continuum breakdown parameter in a region is larger

than a preset threshold value Kn”""

max *

then it cannot be modeled using the NS equation. Instead, a
particle solver like DSMC has to be used for that region.

In addition, another breakdown parameter is used to identify regions that exhibit thermal non-
equilibrium among various degrees of freedom. In the current study, this thermal non-
equilibrium indicator is defined as

TTr ‘TR
TTr

Tne

3

where Ty, and T are translational and rotational temperature, respectively. If the value of the
computed thermal non-equilibrium indicator in a region is larger than some preset threshold

value PTZ" in the current study, then this flow region cannot be modeled correctly by the
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present thermal-equilibrium NS solver, which assumes thermal equilibrium among various
degrees of freedom. Hence, the DSMC method has to be used for that region instead.

5, |6 |8 | %
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S(H=Q4Qz: Boundary-I (Dirichlet B.C.) for NS simulations

SAI) = Qs NQc: Boundary-II for updated solution using different solvers
S(II) = Q¢ N Qb : Boundary-III (Dirchlet B.C.) for DSMC simulations

Figure 1Sketch of numerical domain distribution of the present coupled DSMC-NS method with
overlapping regions and boundaries.

Overlapping regions between DSMC and NS domain

Figure 1 shows the sketch of overlapping regions and boundaries near the interface of the
DSMC and NS solvers at an intermediate step (other than the first CFD simulation step for the
whole domain). The general iterative procedure of the present coupling framework is that
running the DSMC solver first after the breakdown regions are identified, and then running the
NS solver next with the boundary values calculated from DSMC simulations. Note that all
domains mentioned in the following include the boundaries surrounding them. Domain

Q.UQsUQc represents the DSMC simulation region, while domain Qs UQc UQb
represents the NS simulation region; thus, domain Qs Uﬁc is the designated overlapping
region. Boundary conditions (Dirichlet-type) on Boundary-I (=5A ﬂaa) for NS simulation
come from part of the previous iterative DSMC simulation, while boundary conditions
(Dirichlet-type) on Boundary-III (=5c ﬂao) for DSMC simulation come from part of the

previous iterative NS solution. Location of Boundary-I is determined from strict comparison of
breakdown parameters (Kny,, and Pr,.), computed based on previous iterative solution of

domain 54 U (—2 s U 5c U 5 b, with the preset criteria. Location of Boundaries-II and -III are
then determined by extending from Boundary-I towards the neighboring continuum region. In

addition, the Fhickness? (number of cell layers) of domains Qs and Qc can be adjusted to
achieve better convergence for the coupling procedure. Furthermore, in the current coupled
DSMC-NS method the choice of solution update for each cell is based on its domain type.

Domain Q4 U Qs is the region where the updated solution comes from the DSMC simulation,

while domain ﬁc Uﬁu is the region where the updated solution comes from the NS
simulation.

Coupling Procedures

In brief summary, major procedures of the present hybrid DSMC-NS method are listed as
follows, referring to the overlapped region as shown in Figure 1:

1. Apply the NS code to simulate the whole flow field as continuum;

2. Determine the locations of Boundary-I and -III and, thus, the DSMC simulation domain

(f_ZA U 53 U ac ).
3. Impose Dirichlet-type boundary conditions (velocities, temperature and number density) on
Boundary-11l, obtained from latest NS simulation, for the next DSMC simulation domain

(5,4 Uas Uﬁc ).
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4. Simulate and sample the flow field in the DSMC domain (.4 U Qs UQc), using the PDSC

code, until acceptable statistical uncertainties are reached.
5. Impose Dirichlet-type boundary conditions (velocities, temperature and density) on
Boundary-I, obtained from latest DSMC simulation, for the next NS simulation domain

(Q: UQc UQ»).
6. Conduct flow simulation in the NS domain (Qs UQc UQbp), using the NS code, to obtain a

converged steady-state solution.

7. Update solution of the whole computational domain.

8. Repeat from Steps 2 to 7 until the maximum number of coupling iterations is exceeded or the
preset convergence criterion is reached.

Practical Implementation

Numerical simulations with the hybrid DSMC-NS code are conducted on a memory-distributed
PC cluster system (64 Nodes, dual processors, 2GB RAM per node, Gbit switching hub) running
under a Linux operating system. 32 processors are used throughout this study, unless otherwise
specified. The PDSC and the NS codes are coupled through a simple shell script on Linux
system. Thus, the hybrid DSMC-NS code is expected to be highly portable among parallel
machines with distributed memory. Most importantly, our experience shows that the I/O time
related to the switching of solver and read/write files is negligible comparing to the simulation
time used by each solver.

Table 1 Free-stream conditions in supersonic flow over quasi-2-D 250 wedge.

Gas Peo U, Te M.,

N, 6.545E-4kg/m’ 1111m/s 185.6K 4

Table 2 Sonic conditions at the orifice exiting plane in two parallel near-continuum orifice
free jets flow.

Gas Pthroat Uthroat Tthroat Rethroat

N, 6.52E-3 kg/m’ 314 m/s 2375K 401

Results and Discussions
Validations

Completed parallel hybrid DSMC-NS code was tested using a supersonic nitrogen flow (M.=4)
over a quasi-2-D 25° wedge and a nitrogen flow, which two near-continuum parallel orifice jets
underexpand into a near-vacuum environment, were simulated to verify its validity and
demonstrate its capability in solving realistic 3-D gas flows [1]. Corresponding flow conditions
are shown in Table 1 (wedge flow) and Table 2 (orifice jet) for completeness. Simulation data
compared excellently with the benchmark simulation results using DSMC for the quasi-2-D
wedge flow, and reasonably well with the experimental data for the 3-D orifice jet flow. Details
of the description can be found in [1] and are skipped here for brevity.

From these two simulations, we have found that the number of couplings between DSMC and
NS solvers strongly depends upon the flow conditions near the breakdown interfaces, which is
described in the following.

In the case of supersonic flow past a quasi-2-D wedge (Figure 2a), subsonic flow dominates in
the regions near the breakdown interface above the boundary layer along the wedge wall that
necessitates more number of couplings to exchange the information between two solvers

_31_



(Figure 3a), although supersonic flow dominates in the regions near the breakdown interface
around the oblique shock. Note the four sets of data represent different simulation conditions in
the number of cell layers of the overlapped region (1~4) and the threshold values of breakdown

parameters ( Kn"=0.02~0.04, P =0.03~0.06), which all have the similar trend. However,

Tne

in Figure 2b, supersonic flow dominates near the breakdown interface around entrance regime
of orifice jets, which greatly reduces the number of couplings (Figure 3b) required for
convergence as seen from the simulation. The above observation is very important from the
viewpoints of practical implementation. For example, in the early stage of simulation we can
determine the number of couplings required for convergence by simply monitoring to which the
flow regime (supersonic or subsonic) near the breakdown interface belongs. If most flows near
the breakdown interface are supersonic, then two coupling iterations should be enough for
convergence. If not, more coupling iterations (e.g., less than ten) are required to have a
converged solution. Further investigation in determining the optimum number of coupling
iterations is required in practical applications of the current hybrid method

(b

Figure 2 Mach number distribution of: a) quasi-2-D supersonic wedge flow; b) two parallel
near-continuum free jets near orifice (gray areas: DSMC domain; others: NS domain).
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Figure 3 Convergence history of maximum density deviation for: (a) the quasi-2-D 25° wedge
flow; (b) two parallel near-continuum orifice free jets flow.

RCS Nozzle Plume Simulation

We applied the present hybrid DSMC-NS method to simulate the plume flow field issuing from
a realistic flown RCS nozzle. Important flow conditions include: nitrogen gas, stagnation
pressure of 1~8.75bar, stagnation temperatur of 500~875K, throat diameter of 4.36 mm, length
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of the convergent part of 8 mm, length of the divergent part of 50 mm, and area expansion ratio
of 60. Only some prelimanry results for the case of Py=8.75bar and T,=875K are presented in
the following, while details of other cases will be presented in the meeting. In the simulation,

breakdown parameters are set as Kn" =0.07 and P" =0.04. Only 1/6 of the physical

max Tne
domain are used due to symmetry with 14 processors for this simulation. Influence of these
parameters will be discussed in the meeting.

Figure 4 illustrates the initial and final distribution of domain decomposition in the DSMC
solver during the first the coupled iteration. It is clear that the spatially uniform decomposition
at the initial stage has evolved to the spatially non-uniform decomposition, which reflects the
correct density distribution at the end. Figure 5 shows the velocity vector plot using ¥ne-shot?
NS simulation and hybrid DSMC-NS simulation after the 1st iteration. With the present hybrid
method, it can clearly capture the backflows near the nozzle lip even with only one coupling,
which cannot be predicted using the NS simulation alone.

Initial

@)

Figure 4 Domain distribution in DSMC simulation region (a) Initial (b) Final

Figure 5 Velocity vector plot of the RCS plume simulation: a) initial NS solution; b) coupled
DSMC-NS solution with 1* coupling iteration.

Conclusions

A hybrid DSMC-NS approach for steady-state flows using 3-D unstructured mesh is presented
to combine the high computational efficiency of the NS solver in continuum and thermal-
equilibrium regions with high fidelity of the DSMC method in ¥reakdown? regions. Flexible
overlapping regions between DSMC and NS simulation domains are designed by taking
advantage of the unstructured grid topology in both solvers. Two breakdown parameters,
including a continuum breakdown parameter proposed by Wang and Boyd [13] and a thermal
non-equilibrium indicator, are employed to determine the DSMC simulation and NS simulation
domains, in addition to the concept of overlapping regions. Proposed hybrid DSMC-NS scheme
was verified using a quasi-2D supersonic wedge flow and a realistic 3D flows with two parallel
near-continuum orifice jets expands into a near-vacuum environment. Results show that the
number of couplings for convergence between two solvers is approximately 2-3 if supersonic
flows dominate near the breakdown interface, while it increases up to 8-10 if subsonic flows
dominate near the breakdown interface. At the end, proposed hybrid scheme is employed to
simulate a realistic RCS plume to demonstrate it capability in handling realistic challenging
problems.
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