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Abstract

This paper proposes a discriminative training
algorithm for estimating hidden Markov model
(HMM) The algorithm
estimates the parameters by minimizing the p-norm
of log-likelihood difference (PLD) between the
utterance probability given the correct transcription

parameters. proposed

and the most competitive transcription.

L ME
The
classification error (MCE) and maximum mutual
information (MMI) has better performance than the
maximum likelihood (ML) for estimating the HMM
parameters. The proposed algorithm is based on the
approximated MMI and generalizes it from 1-norm
of log-likelihood difference form to the p-norm of
log-likelihocod difference form.

discriminative training such as minimum
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The approximated MMI objective function [1] is
given by

U

F@)= 21 [log P4 (O, lw, ) — Alog Py (O, lv,,) ]

=
where U is the number of training utterance and
logP,(0O,lw,) is the likelihood of wu~th utterance
O, given the correct transcription w,. v, is the
1-best recognition transcription of O,, and A
controls the discrimination rate. Since v, is the
1-best recognition transcription,

logP, (0, v, ) — logPy{0O, lw,) > 0.

In realistic speech recognition task, the probability

PG (Ou]vu )

value, and their logarithm are negative. Thus, the

and P,(0,lw,) becomes very low

following inequality is satisfied for 0 < A <1,
AlogP, (0O, |v, ) — logP, (O, |w,) > 0.
With the above inequality, the objective function of
the p-norm of log-likelihood difference (PLD) is
obtained by multiplying the weight
WE™ 1= [AlogPy(O,lv,) —1logP, (0, lw,)]P
to the negative of the approximated MMI objective
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function. The objective is minimizing the p-norm of
The PLD places
weight on the larger log-likelihood difference term

log-likelihood difference. more
so that the parameter update equations are highly
dependent on it. The larger log-likelihood difference
means that it has more error than the smaller

log-likelihood difference.
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The implementation of the proposed algorithm is
based on the method in [1] and generalize it for this
algorithm. Since the expectation-maximization and
Baum-Welch
function increases monotonically for every iteration.

algorithm are used, the objective
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Figure 1. The log-likelihood difference reduction
when approximated MMI is used
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Figure 2. The log-likelihood difference reduction
when PLD is used

The experiments were performed to evaluate the
PLD: connected digit recognition using the TIDIGIT
database. In the experiments, the PLD improved the
recognition rate over the approximated MMI and the
maximum likelihood (ML). The recognition result is
shown in Table 1. Zero insertion penalty was used.
the log-likelihood difference
reductions are shown. The PLD the
log-likelihood difference more than the MMI for the
larger difference term.

In figure 1 and 2,
reduces

# of Gaussian approximated
ML PLD
Mixtures MMI

1 90.17 91.92 93.05

2 94.21 95.33 96.18

4 9542 96.60 97.17

8 96.60 97.12 97.68

16 97.36 97.89 98.11

32 97.46 98.00 98.28

Table 1. Recognition rate (%) of ML, approximated
MMI and PLD

ul

V. 28 2 3% d7 0%

Based on the approximated MMI objective function,
the proposed algorithm generalizes it from 1l-norm
of log-likelihood difference form to the p-norm of
log-likelihood difference form. With controlling the
weighting function, the recognition rate can increase
monotonically. The recognition rate decreases for
some weighting function because the parameter
update

dominant terms with large likelihood difference.

equations are only dependent on few
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