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Abstract 

 
For the purpose of improving accuracy in jet noise 
prediction and investigating its generation mechanism, 
high subsonic jets were computed by using compress-
ible Large Eddy Simulation (LES), wherein the inflow 
forcing or disturbance added in the inflow shear layer 
was incorporated. The far-field Sound Pressure Levels 
(SPL) as well as the flow field resulted in good 
agreement with available experimental data by apply-
ing only the high azimuthal modes among the inflow 
forcing parameters. We found that this result was due 
to an important role of the inflow forcing upon break-
ing down the axiymmetric vortices that caused high 
amplitude velocity and pressure fluctuations. In order 
to examine generation mechanism of the dominant 
noise component, wavelet transformation was intro-
duced to reveal the presence of a well-organized struc-
ture of pressure fluctuations that originated mainly 
from vortex motions near the end of the jet potential 
core. This structure took a train of alternately positive 
and negative wavelet-transformed pressure regions 
along the jet distance, spreading towards the down-
stream with advection and propagation. It was con-
cluded that this structure and its dynamic motion are 
the reason why a high subsonic jet produces the domi-
nant noise with a particular downstream directivity. 
 

Introduction 
 

Since jet noise remains an important source of aircraft 
noise at take off and the number of commercial air-
crafts is continuously increasing, reduction of jet 
noise continues to be a crucial issue. In order to de-
velop more quiet nozzles, it is important to improve 
accuracy in jet noise prediction and to understand its 
generation mechanism. 

By many studies1-5), dominant noise of a high sub-
sonic jet has been indicated to be the noise with angu-
lar angle near 30 degrees measured from the jet axis 
and frequency range corresponding to Strouhal num-
ber, St , of 2.0  to 5.0 . In addition, the dominant jet 
noise has been shown to originate from a region near 
the end of the jet potential core6-11). 

In order to understand the noise generation me-
chanism, a significant amount of work has been de-
voted for more than 50 years. Lighthill12) made the 
first significant contribution to our understanding of 
how sound is produced by turbulence. This was 
achieved by reformation of the governing equations of 
fluid dynamics into a form analogous to the wave eq-

uation. About the turbulence, Powell13) suggested that 
unsteady vortices motions were the major sources of 
sound. Lighthill suggested the eighth power law by 
thinking that a jet was filled with small vortices with 
small wavelength compared to that of sound and they 
generated sounds independently. Though far-field 
Sound Pressure Levels (SPL) obtained by this model 
agreed well with experimental data for low Mach 
number jets, this model could not explain the reason 
why the jet has the downstream directivity and the 
frequency characteristics. Meanwhile, Mollo-
Christensen14) suggested that the jet itself had large-
scale structures, because its pressure fluctuation had 
had high coherency. The presence of this large-scale 
coherent structures was confirmed also by Crow et 
al.15-16) As a model to explain a relation between this 
large-scale coherent structures and the noise genera-
tion, Crow17) suggested that waves on the jet generat-
ed sounds as a whole. This model, however, could not 
explain streamwise distribution of noise sources ob-
tained by experiments. To resolve this contradiction, 
Laufer et al.18-19) suggested that interactions of large-
scale vortex rings generated sound. In addition, Mor-
rison et al.7) suggested that the noise generation was 
ascribed to a rapid decay of the dominant instability 
waves involving a relatively “violent fluid dynamic 
action” that could be attributed to a vortex interaction.  

Recently, in order to understand the relation be-
tween large-scale structures and the noise generation, 
Hileman et al.20-22) developed experimental techniques 
that can measure simultaneously the flow field and 
far-field sound. In this technique, origins of high am-
plitude sound waves were located using a beamform-
ing algorithm with a three dimensional microphone 
array. Besides, the flow field was captured by a sheet 
of light created by a high-power pulsed laser. A prop-
er orthogonal decomposition (POD) was then used to 
reconstruct dominant flow features during the noise 
generation. As a result, rapid breakdown of the large-
scale structures was observed during noise generation. 
Kastner et al. 23) included this technique in the direct 
numerical simulation (DNS) for low Reynolds num-
ber jet. They showed that two characteristic pheno-
mena dominated the instantaneous jet pressure and 
vorticity field during noise generation. The first was 
an interaction between the two sides of the shear lay-
ers, and the second was the breakdown of prominent 
large-scale structures. By these results, the strong re-
lation between the large-scale structure and the noise 
generation was confirmed to exist independent of 
Reynolds number. However, the reason has not been 
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well cleared why the large-scale structures generate 
the major noise that has the downstream directivity 
and the characteristic frequency range.  

In addition to experiments, a lot of numerical si-
mulations have been performed because of the com-
plexity of the noise-generation phenomena. As a me-
thod of numerical simulation, Large Eddy Simulation 
(LES) has been applied because it can be used at 
higher Reynolds number than DNS on a same compu-
tational grid. However, in LES, real nozzle exit condi-
tions can not be reproduced unless the Reynolds 
numbers are kept very low because the discretization 
of the shear layer leads to a prohibitive number of 
grid points. Inflow conditions must therefore be mod-
eled. As a model of the inflow turbulence, some forc-
ing of the jet has been used to promote natural transi-
tion from an initially quasi-laminar annular shear 
layer24). Bogey et al. applied randomized perturba-
tions in the form of induced velocities from a vortex 
ring25) and investigated the effects of its inflow condi-
tions26). The results showed that the parameter that 
had the greatest impact was the number of the azimu-
thal forcing modes. By removing low modes out of 
several forcing modes, they found that the simulation 
resulted in a quieter jet compared to a baseline case 
with all modes turned on. Lew et al.27) also investi-
gated the effects of the inflow forcing. Nevertheless, 
the reason why inflow forcing changes the far-field 
SPL has not been well clarified. Thus, in most of to-
day’s LES, initial parameters defining inflow forcing 
have been determined so as the simulation results to 
become close to experimental data. For improving 
noise estimation accuracy and understanding the noise 
generation mechanism, which also requires high esti-
mation accuracy, it is desirable to understand how the 
inflow forcing changed the flow field and the far-field 
SPL. 

The present paper is organized as follows. First, 
the influence of inflow forcing conditions on the jet 
development and the far-field SPL are investigated. 
Second, the reason why they can make the difference 
on the flow and sound field are investigated by ana-
lyzing each vortex structure. Finally, the noise genera-
tion mechanism is discussed by showing the dominant 
structure of the dominant pressure fluctuations using 
wavelet transformation. 
 

Numerical Methods 
 
Flow Condition 
The simulated jets are unheated subsonic circular ones. 
The Mach number is 0.9. The Reynolds number based 
on the nozzle exit diameter and the jet velocity at the 
nozzle exit plane, DRe , is 4102× .  
 
Numerical Schemes 
Compressible Large Eddy Simulations are performed 
by solving the Favre filtered Navier-Stokes equations. 
As a subgrid scale model, the dynamic Smagorinsky 
model28-30) is used. The convective fluxes are eva-

luated by using a sixth-order compact scheme pro-
posed by Lele31). In order to avoid numerical instabili-
ty, physical properties are filtered using tenth-order 
implicit spatial filter proposed by Gaitonde and Vis-
bal32). The viscous fluxes are evaluated by using the 
fourth-order central difference scheme. The fourth-
order Runge-Kutta scheme is used for time advance-
ment. 
 
Computational Grid 
The computational grid is shown in Fig. 1. An O-type 
grid is used to obtain high grid density around the 
shear layer. The computational domain is defined by 

60/0 0 ≤≤ rx and 15/0 0 ≤≤ rr where 0r  is the nozzle 
exit radius. The number of the grid points is equal to 

96117331 ××  in the axial, radial, and circumferential 
direction respectively. The radial grid spacing rΔ at 
the shear layer is chosen to be 001.0 r . 
 

 
 

 
 
 

 
 

Fig. 1 Cross sections of the computational grid 
(Every four grid point is shown.)  

 
Boundary Condition 
A boundary layer near the jet exit is very thin and the 
number of points necessary for its discretization 
would be exorbitant. Therefore, in the present simula-
tion, inflow conditions are modeled by imposing 
mean flow profiles and ring vortex excitation25) to 
seed turbulence. The inflow mean longitudinal veloci-
ty )(ru is given by the following profile 
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Thompson’s non-reflective boundary condition33-34) 
is used to minimize the amplitude of the acoustic 
waves reflected at the limits of the computational do-
main. In addition, sponge zone is added around the jet 
flow region to attenuate outgoing waves. In this 
sponge zone shown as the orange area in Fig. 1, grid 
spacing is extended gradually and an artificial dump-
ing term proposed by Freund35) is added. The singu-
larity at the centerline is treated by a method proposed 
by Mohseni and Colonius36).  

 
Inflow Forcing Parameters 
Randomized perturbations in the form of induced ve-
locities from a vortex ring25) are added to the velocity 
profile in the shear zone at 0rx = . They are diver-
gence-free and low amplitude in order to minimize 
spurious acoustic waves. This inflow forcing is based 
on a combination of jet azimuthal modes, and it mod-
ifies the flow velocities every time step as follows 
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where the amplitudes 11 ≤≤− iε  and the phases 
πφ 20 <≤ i  of each mode are randomly updated 

every iteration. The index i  denotes the azimuthal 
mode number with 0=i  being the axisymmetric 
mode. The parameter α  determines the amplitude of 
the forcing. Though Δ  was originally defined as a 
minimum grid spacing in the shear layer, for our case 
it is set equal to 00313.0 r  so as to be the same value 
used by Bogey et al.25) Hence, the same α  represents 
the same forcing amplitude used by them. 0x  is the 
axial location of the center of the vortex ring. 0r  is the 
radius of the vortex ring and here set equal to the ini-
tial jet radius. 

Since there is no apparent consensus regarding the 
appropriate parameters of the inflow forcing24), the 
choice of these parameter sets is somewhat arbitrary. 
For instance, Bogey et al.25) used 01.0=α  and 

9,,0 L=i , whereas Pan et al.37)  used 007.0=α  and 
15,,4 L=i . In the present study, five simulations are 

carried out with the inflow conditions summarized in 
Table 1. Three parameters are varied, which are the 
mode i , the amplitude α , and the application range. 
The magnitudes of the velocity fluctuations, jrms uu /′ , 
generated by this forcing are between 4103 −×  and 

4105 −×  at 0rx =  and 0rr = . 
 

 
Table 1 Inflow conditions 

Test Case Mode α  Application Range
LES base i=4,…,9 0.01  2.1/8.0 0 ≤≤ rr

LES m09 i=0,…,9 0.01  2.1/8.0 0 ≤≤ rr

LES weak i=4,…,9 0.007 2.1/8.0 0 ≤≤ rr

LES narrow i=4,…,9 0.01 1.1/9.0 0 ≤≤ rr
LES none Without inflow forcing 

Kirchhoff Method 
SPL at the far-field observer locations are evaluated 
from Kirchhoff surface integration38-40). The integral 
relation is given by 
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where y  is a observer location in the far-field and x  
is a location on the Kirchhoff surface, S , which is 
shown in Fig. 2. || xy −=r  is the distance from the 
surface to the observer. rτ  denotes that the expression 
within brackets is to be evaluated at retarted time, i.e. 
emission time. rτ  is related to the observer evaluation 
time t  as ∞−= crtr /τ  where ∞c  is the speed of 
sound in far-field region. 
 
 
 
 

  
 
 

Fig. 2 Kirchhoff surface and observer location 
 
Wavelet Transformation 
Wavelet transformation41-43) allows for the analysis of 
a signal with varying resolution in time and frequency 
domains. Therefore, it is a valuable tool for analysing 
jet noise whose frequency varies with time. The gen-
eral equation for the wavelet transformation,  

),( baX wav , is given as 
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where )(tx  is the signal to be transformed, ψ  is a 
mother wavelet used to analyze the signal, and *  de-
notes the complex conjugate. After the transformation, 
the signal is in a domain of translation b  and scale a .  

The Mexican hat wavelet is a commonly used 
wavelet that is especially well suited to analyze peak 
locations within a signal. This is because it has a cen-
tral peak and two small side lobes. The normalized 
Mexican hat wavelet is given by 
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where τ  is the modified time given by abt /)( − . The 
time scale a  is converted to frequency f  by the fol-
lowing relation:  

a
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which is only valid for the Mexican hat wavelet. This 
relation can be analytically obtained by matching the 
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peak of the wavelet mean spectrum with the peak of 
the Fourier transform of the cosine wave. In the dis-
cussion of the results, f  is referred to as scale fre-
quency because it is different from the commonly 
defined frequency from Fourier analysis. 

Detailed information on the wavelet transforma-
tion can be found in the refrences41-43). 

 
Noise Source Location Method 
Hileman et al.21-23) used a beamforming algorithm 
with a three-dimensional microphone array to locate 
the sources of the intense sound waves. In the present 
work, a virtual microphone array with large number 
of microphones and a beamforming algorithm similar 
to that used by Hileman et al. are used. The virtual 
microphones are located on the Kirchhoff surface area 
with 30/25 0 ≤≤ rx  and 72.9/68.9 0 ≤≤ rr , which is 
shown in Fig. 2. This location is for detecting the do-
minant jet noise, which has a peak at around 30 de-
grees to the downstream jet axis. The number of the 
microphones is equal to 9651×  in the axial and cir-
cumferential direction respectively. 

After a high amplitude noise-generating event in 
the jet, the sound wave propagates to the far field and 
eventually reaches the virtual microphone array. Then 
the sound wave is recorded as a pressure fluctuation. 
To detect only the dominant jet noise, the wavelet 
transformation is applied to the pressure fluctuation 
data with a time scale corresponding to the dominant 
frequency of the jet noise. Then, the signal is norma-
lized by its standard deviation. The peaks of the 
acoustic signal with a magnitude above 1.5 are treated 
as noise generation events. 

The time delay is determined by finding the max-
imum value of the correlation coefficient between two 
microphone signals. In the present work, refraction 
effects of the sound waves are neglected and the 
sound waves are assumed to be spherical waves at the 
microphone locations. Hence, all 96 microphone pairs 
with downstream distances of 05r  are used to locate 
x-components of the noise sources. Microphones 
within the following range (7) are used to locate y-
components and, similarly, microphones within the 
range (8) are used to locate z-components. Thus, total 

3451×  microphone pairs with azimuthal distances of 
60 degrees are used to locate the y- and z-components 
of the noise sources.  
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Further details of the beamforming algorithm can 
be found in the reference21). 

 
 
 
 
 
 

Influence of inflow conditions 
 

Jet Development 
Influence of the inflow forcing on the jet develop-
ments is now investigated. Axial profiles of the mean 
axial velocities along the centerline are plotted in Fig. 
3. Besides, root mean square values of the axial fluc-
tuating velocities along the centerline are plotted in 
Fig. 4. These two figures show that the jet develop-
ments for LES base, LES weak, and LES narrow are 
in a good agreement with experimental data44-45).  On 
the contrary, the velocity fluctuation in LES m09 is 
larger for 16/ 0 <rx  than that in the above three cases. 
In addition, the jet develops more rapidly in LES m09 
than in the above three case. LES none is the case in 
which the velocity fluctuation is the largest for 

22/7 0 << rx  and the jet develops the most rapidly. 
From these results, it is confirmed that without inflow 
forcing the jet develops more rapidly than in the expe-
riments. This tendency is consistent with the result 
reported by Bogey et al.26)  
 
 

 
Fig. 3 Axial profiles of the mean axial velocities  

along the centerline 
 

 
 

 
Fig. 4 Axial profiles of the root mean square values of 

the axial fluctuating velocities along the centerline 
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Far-Field OASPL 
Far-field overall SPL (OASPL) with distances of 

060r  from the nozzle exit are compared with experi-
mental data1,46) in Fig. 5. The angle φ  is measured 
relative to the downstream jet axis. This figure show 
that the OASPL for LES base, LES weak, and LES 
narrow are in a good agreement with the measure-
ments in terms of, not only the directivity patterns 
with the peaks at the angle near 30 degrees, but also 
the levels. On the contrary, OASPL for LES m09 is 
about 3 dB higher and for LES none about 10 dB 
higher than that for the measurements.  
 

 
Fig. 5 Overall SPL at 060r from the nozzle exit 

 
In summary, both the jet development and the far-

field OASPL are confirmed to be dependent apprecia-
bly on the inflow forcing. The cases with low modes 
cut, LES base, LES weak, and LES narrow, are shown 
to be in a good agreement with experimental data in 
terms of not only the jet development but also the far-
field OASPL. The results indicate that inflow forcing 
reduces the overestimation of the jet development and 
the far-field OASPL. Furthermore, the effect is de-
pendent significantly on the azimuthal modes of the 
inflow forcing. On the other hand, the parameters of 
the forcing amplitude and the application range make 
no significant difference to the jet development or the 
far-field OASPL. 

In the next section, the mechanisms that the azi-
muthal modes makes the significant difference on the 
flow and sound field are investigated for three cases, 
LES base (Mode 4-9), LES m09 (Mode 0-9), and LES 
none (None).  
 

Analysis of Inflow Forcing Effect 
 

Vortex Structure 
Vortex structures are visualized by iso-surfaces of the 
second invariant Q of the velocity gradient tensor47) 
for None (LES none), Mode 0-9 (LES m09), and 
Mode 4-9 (LES base). These surfaces are colored ac-
cording to xω . They are shown in Fig. 6. When with-
out inflow forcing, axisymmetric vortex rings are ob-
served. These vortex rings move downstream and dis-

integrate, accompanying large scale streamwise vor-
tices. On the other hand, when inflow forcing is added, 
the vortices at the shear layer are distorted. Fig. 6b 
and Fig. 6c show that for Mode 0-9, distorted vortex 
rings are formed, while for Mode 4-9, there are only 
small vortices divided in the circumferential direction.  

These results reveal that the inflow forcing has a 
role to break down the axisymmetric vortices. This 
phenomenon is attributed to the velocity fluctuation 
given by the inflow forcing that is very small but dif-
fers in the circumferential direction. The difference of 
vortex structures between Mode 0-9 and Mode 4-9 is 
seem to be due to the difference of the proportion of 
high modes to the whole modes. 

For the case without inflow forcing, axiymmetric 
vortices appear to within about 8/5 0 << rx  and disin-
tegrations of them seem to continue up to near 

12/ 0 =rx . Velocity and pressure fluctuations caused 
by these disintegrations are discussed at following 
sections.  
 
 

 
 
 

 

 

 
Fig. 6 Iso-surfaces of Q colored according to xω  

(a) None (LES none) 

(b) Mode 0-9 (LES m09) 

(c) Mode 4-9 (LES base) 

Axisymmetric  
Vortex Ring 

Streamwise Vortices 

Distorted 
Vortex Ring 

)//(Vorticity 0rujxω　98.0− 98.0
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Velocity Fluctuations at the Shear Layer 
Axial profiles of the root mean square values of the 
radial fluctuating velocities along the shear layer 
( 0rr = ), rmsrU ′ , are plotted in Fig. 7. 

In the region with 5/ 0 <rx , rmsrU ′  for all cases in-
creases with increasing x . This is because the unstea-
diness of the shear layer increases with increasing x , 
which is confirmed by the vortex structures. In this 
region, rmsrU ′  for the cases with the inflow forcing are 
larger than that for without it. This is due to the cha-
racteristic of the inflow forcing that introduces un-
steadiness around the shear layer. 

In the downstream region, where the vortices de-
veloped at the shear layer disintegrate into small ones, 
the maximal value of rmsrU ′  without inflow forcing is 
larger than that with the inflow forcing. The position 
with the maximal value is approximately 9/ 0 =rx un-
like that of the other cases with peak positions at 

7/5 0 << rx . Comparison between the two different 
modes cases shows that rmsrU ′  is larger for Mode 0-9 
than for Mode 4-9. 
 

 
Fig. 7 Axial profiles of the root mean square values of 
the radial fluctuating velocities along the shear layer 

 
Near-Field Pressure Fluctuations 
Relations between the vortex structures and the pres-
sure fluctuations are discussed. Fig. 8 shows instanta-
neous values of zω  and OASPL, which is used here to 
represent the magnitude of pressure fluctuation. For 
the case without inflow forcing, vortex rings interact 
with each other at the region from about 5/ 0 =rx  to 
9 , where OASPL becomes maximal value 176.7 dB. 
In addition to this region, pressure fluctuations at the 
region from about 9/ 0 =rx  to 15 , where vortices 
break down and disintegrate, are considerably large 
compared with the other cases. By contrast, for the 
case with inflow forcing, pressure fluctuations ac-
companied with interaction and disintegration of vor-
tices, are significantly smaller than without inflow 
forcing. OASPL for Mode 4-9 is smaller than that for 
Mode 0-9 at almost whole region. The maximum val-
ue of OASPL is 174.6 dB for Mode 0-9 and 169.9 dB 
for Mode 4-9. 
  
Role of Inflow Forcing 
From these results obtained above, the role of inflow 
forcing can be clarified. Without inflow forcing, 

axiymmetric vortices develop at the shear layer. They 
interact with each other and disintegrate. At that time, 
the vortex motions induce high amplitude velocity 
and pressure fluctuations, which would generate high-
intensity sound waves. That is the reason why the jet 
develops rapidly and the far-field SPL are overesti-
mated compared to that of experiments. On the con-
trary, inflow forcing breaks down the unphysical 
axiymmetric vortices and avoids them from generat-
ing the high amplitude velocity and pressure fluctua-
tions. This is the reason why the inflow forcing re-
duced the differences between calculation results and 
experimental results on both the flow and sound field. 
The effect to reduce the overestimation of the velocity 
and pressure fluctuations is larger when low modes 
are cut than when not, and has no significant depen-
dence on the forcing amplitude or the application 
range. This is due to the role that the inflow forcing 
breaks down unphysical axisymmetric vortex rings. 
 

 
 
 
 
 
 
 

 
 

 
 

 
 

 
 

 
 

 
 

Fig. 8 Contours of zω  (top) and OASPL (bottom) 
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Noise Generation Analysis 
 

Dominant jet noise and its generation mechanism are 
analyzed for the case: LES narrow of which results 
are in a good agreement with experiments. 
 
Dominant Jet Noise 
The dominant jet noise has a peak at an angle of 30 to 
40 degrees, which was confirmed by Fig. 5. For ana-
lyzing the dominant frequency of this dominant noise, 
wavelet transformation is applied to the pressure data 
at 5.27/ 0 =rx and 7.9/ 0 =rr . Then, abaX wav /),(  
is here calculated as an indicator of the magnitude of 
the acoustic pressure fluctuations so that waves with 
same amplitude but different frequency indicate the 
same values. abaX wav /),(  averaged over 0=θ  to 

π2  in the circumferential direction is shown in Fig. 9. 
This result shows that a frequency range approximate-
ly from 2.0=St  to 4.0  is dominant for most of the 
high-amplitude noise. This frequency range is consis-
tent with previous results1-5).    
 

 
 
 

 
 

Fig. 9 Wavelet transformation of pressure 
 

Noise Source Locations 
The sources of the dominant noise are located using 
the virtual microphone array and the beamforming 
algorithm. The pressure fluctuations are recorded by 
the virtual microphones located downstream. Then 
wavelet transformation with a time scale correspond-
ing to 3.0=St , are applied to them. Twelve source 
locations of the noise with amplitude exceeding σ5.1  
are plotted in Fig. 10. Time-averaged streamwise ve-
locity contour is also shown in this figure to compare 
them with the flow field. These source locations are 
distributed approximately from 9/ 0 =rx  to 14 . In 
this simulation, the distribution of the time-averaged 
streamwise velocity along the centerline is shown in 
Fig. 3 (LES narrow) and the length of the jet potential 
core, cx , is  0.14/ 0 =rxc   when the length cx  is de-
fined so as to satisfy jcc uxu 95.0)( = .    

These results suggest that the dominant jet noise 
generates from the region near the end of the jet po-
tential core. This is also consistent with other work-
ers’ results6-11). 
 

 
 

 
 
 

Fig. 10 Source locations of the dominant noise 
 
Relation between vortices and pressure 
Since the sources of the dominant noise are located 
near the end of the jet potential core, relation between 
vortices and pressure near this region is investigated. 
Instantaneous absolute values of vorticity vector, ||ω ,  
and pressure are shown in Fig. 11a, where ||ω  is 
shown at only the region with  4)//(|| 0 ≥ru jω . En-
larged view of it near the end of the jet potential core, 
here an region with 20/5 0 ≤≤ rx , is shown in Fig. 
11b. This region corresponds approximately to the 
region where the amplitude of pressure fluctuation is 
higher than 160 dB in Fig. 8c.   
 
 

 
 
 
 

 
 
 
 

 
 
 

 
 

 
 
 

(b) Near the end of the jet potential core 
 

Fig. 11 Instantaneous pressure and vorticity  
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From Fig. 11, it can be seen that there are many 
areas with locally high or low pressure.  Especially in 
the region with 20/5 0 ≤≤ rx , the magnitude of the 
local pressure fluctuation is higher than in the outer 
region. Furthermore, comparison with vorticity and 
pressure shows that pressure becomes low locally at 
the area where the vorticity is strong or where some 
vortices interact with each other, and becomes compa-
ratively high where not. This result indicates that 
these vortex motions induce pressure fluctuation lo-
cally. Consequently, it is confirmed that noise genera-
tion can be ascribed to the vortex motions. 

In the region with 10/5 0 ≤≤ rx , vortex structures 
with high circumferential coherence are formed, 
yielding to a characteristic pressure distribution that is 
composed of alternately positive and negative pres-
sures regions along the streamwise distance. In the 
region downstream from it, since the shear layers inte-
ract at near the centerline and yield many small-scale 
vortices, the vortex structures and the pressure distri-
bution appears to be complicated. 
 
Noise Generation Mechanism 
Since it is confirmed above that the vortex motions 
cause the pressure fluctuations, dominant structure of 
these pressure fluctuations are discussed here. Wave-
let transformation is applied to the pressure using a 
time scale corresponding 3.0=St . The result is shown 
in Fig. 12 for two different contour ranges. 

Fig. 12a shows that the dominant pressure fluctua-
tions are not randomly distributed but well organized. 
In addition, it is clarified that this well organized dis-
tribution takes a train of alternately positive and nega-
tive wavelet-transformed pressure regions along the 
jet distance, covering the almost whole near-field. The 
time evolution of this pressure fluctuation structure 
indicates that this structure with the region down-
stream or outside from the dashed black lines spreads 
towards the downstream, keeping the cross-
streamwise coherence. As it spreads towards the 
downstream, it becomes like spherical wave fronts, 
resulting in the dominant jet noise which was shown 
above in Fig. 9. On the other hand, the pressure fluc-
tuation structure with the region upstream from the 
dashed black lines moves to the upstream.  

Fig. 12b indicates that compared to the outer re-
gion, the dominant pressure fluctuations are high es-
pecially in the region with 25/5 0 << rx , which con-
tains the end of the jet potential core and the noise 
source locations obtained above. In addition, as 
shown above in Fig. 11, this region corresponds to the 
region where vortices grown in the shear layer interact 
with each other and disintegrate into small ones. 

From these results, we can understand the noise 
generation mechanism as follows. The shear layers 
interact with each other and disintegrate into small 
ones mainly at the region near the end of the jet po-
tential core. At this region, relatively violent vortex 
motions induce pressure fluctuations. Though this 
phenomenon seems to be complicated, the dominant 

structure of these pressure fluctuations is well orga-
nized. This structure takes a train of alternately posi-
tive and negative wavelet-transformed pressure re-
gions along the jet distance, and then spreads to the 
downstream by the effects of advection and propaga-
tion, keeping its cross-stream coherence. This me-
chanism is the reason why a high subsonic jet produc-
es the dominant noise with the particular downstream 
directivity.  
 
 
 
 

 
 

 
 

 
 
 
 

 
 
 
 

Fig. 12 Dominant pressure fluctuations obtained 
by wavelet transformation 

 
Conclusion 

 
High subsonic jets were computed using compressible 
Large Eddy Simulation. 
 
(1) Influences of the inflow forcing on the flow and 
sound field were investigated by comparing the re-
sults of its parameters. It was clarified that inflow 
forcing has an important role to break down unphysi-
cal axiymmetric vortices that cause high amplitude 
velocity and pressure fluctuations. By this effect, in-
flow forcing reduces overestimation of the jet devel-
opment and the far-field SPL. 
 
(2) The generation mechanism of the dominant jet 
noise was investigated by applying wavelet transfor-
mation to the pressure data. It was confirmed that rel-
atively violent vortex motions induce pressure fluctu-
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ations at the region near the end of the jet potential 
core, where shear layers interact with each other and 
disintegrate into small ones. The dominant structure 
of these pressure fluctuations turned out to be well 
organized. Furthermore, it was clarified that this 
structure takes a train of alternatively positive and 
negative wavelet-transformed pressure regions along 
the jet distance. Then, this structure spreads towards 
the downstream by the effects of advection and prop-
agation, keeping its cross-stream coherence. This me-
chanism is the reason why a high subsonic jet produc-
es the dominant noise with the particular downstream 
directivity. 
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