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Forecasting Short-term Electricity Prices in South Korean Electricity Market

Yeoungjin Chae, Doojung Kim, Eunsoo Kim
Korea Power Exchange

Abstract - The authors develop and compare the
performance of short—term forecasting models on
electricity market prices in Korea. The models are
based on time-series methods. The outcome shows
that the EGARCH model has the best results in the
ocut-of-sample forecasts.

1. Introduction

The purpose of this study is to estimate the models
of real-time hourly wholesale electricity prices of the
South Korean CBP market, and to test their
performance, which has never been investigated to
date. Since the restructuring of the electricity industry
around the world during the past 15 years,
researchers have used various models to capture the
highly volatile characteristics of wholesale electricity
prices. These models can be categorized into four
groups: (1) time series models including ARIMA,
transfer function, dynamic regression, and GARCH
variations; (2) artificial intellipence network; (3)
wavelets; and (4) jump diffusion/mean reversicn.

ARIMA  studies includes Fosso et al.  (1999),
Contreras et al. (2003), Conejo et al. (2005); transfer
function papers include Nogales et al. (2002), and
Conejo et al. (2005); dynamic rTegression analysis
inchide Nogales et al. (2002) and Conejo et al. (2005);
and GARCH models include Contreras et al. (2003)
and Hua et al. (2005) while exponential GARCH
models include Knittel et al. (2001) and Bowden et al.
(2007). Some stndies have used artificial intelligence
networks such as neural networks. Examples of these
papers are Ramsay and Wang (1997), Szhuta et al
(1999), Gao et al. (2000), Nicolaisen et al (2000),
Zhang et al (2003), and Conejo at al (2005). Other
studies have used jump diffusion/mean reversion
models. These studies include Johnson and Barz
(1999), Skantze et al. (2000), and Knittel and Roberts
(2005). Bunn and Karakatsani (2003) provide a
detailed survey of altemnative methods for electricity
price forecasting while Alfares and Nazeeruddin (2002)
summarize the various methods for electric load
forecasting which can be also useful for electricity
price forecasting. Among them, Conejo et al. (2005)
extensively address tme series analysis, neural
networks and wavelets using data from the PJM
Interconnection. They conclude that  dynamic
regression and transfer function have Dbetter
forecasting capability. In addition, Conteras et al
(2002), Nogales et al (2003), and Conejo et al (2005)

developed a methodology in order to sclve the serial
correlation problem.

This paper investigates the accuracy of four forecas
ting models for hourly real-time prices of the South
Korean wholesale electricity markets for April 2006 an
d compares their performance in terms of in-sample a
nd out-of-sample forecasting. The estimated models a
re ARIMA, transfer function, dynamic regression, and
EGARCH. For each model, there are one-week foreca
sts based on previous four weeks of data. Section 2 d
iscusses the data, models, results and compares the fo
recasting performance of the four models employed. S
ection 3 concludes.

2. Data, Models and Results

2.1 Data

This study analyzes hourly real time market
clearing prices for the Korean CBP market during
April 2006. The data is available on KPX website.
April was chosen based on thefact that non-base load
generator set the marginal prices during the most of
that month. Data from 29 April to 29% April were
used to forecast prices from 0% April to 6% May.

2.2 Models

2.2.1 Procedures

This stidy follows the methodology proposed by
Conteras et al (2002), Nogales et al (2003}, and
Conejo et al (2005) to estimate forecasting models for
wholesale competitive electricity market prices in CBP
. In order to sclve the serial correlation problems
irherent in the price series, they adopt a recursive
scheme as follows.
Step 1) Identify a model under certain assumption;
Step 2) Estimate the model parameters;
Step 3) If the assumptions are validated, the procedur
e continue to step 4,
otherwise go to step 1 to refine the model;
Step 4) Use the model for forecasting.

2.2.2 ARIMA Models

The general ARIMA model has the form
O(Bip=c+O(B)e, (1), where pr is the price at hour t, €
p» is the error term, and ¢ is a constant. ®(B) and ©
(B) are polynomial functions of the backshift operater
B (note that B'pr=Dx-s).

The final forecasting model for CBP during April
2006 is explained below. The final ARIMA model is:
(1 - ®BY1-0uBY-01sB ®)pa=c+{1-8/B' - &;BH(1-6
2B ley (2). The ARIMA estimated model (2) for April
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2006 depends on previous vahies of prices as a
product of 3 terms: 1 hour ago, 1 day ago and 1
week ago. Differentiaion was not needed. It also
depends on the previous values of errors as a product
of 3 terms: 1 hour ago to 2 hour ago, and 1 day ago.

2.2.3 Dynamic Regression Model

The general dynamic regression model has the
form: pEct+w(B)d+ wP(B)pter (3), where p is the
price at hour t, d; is demand at hourt, ¢ is the error
term that follows a white noise process, and ¢ is a
constant. wB) and wF(B) are the polynomial
functions of the backshift operators (note that
Bsdh=dh-s)~

The final dynamic regression model estimated is:
=Wt W deet W' i+ W 10+ W Dret P W Dot W
pie*er (4). The dynamic regression model (4) for
April 2006 depends on previous values of prices at 3
terms: 1 hour ago, 1 day ago and 1 week ago. It also
depends on the values of demand at 4 terms: current
demand, 1 hour ago, 167 hour ago, and 192 hour ago.

2.24 Transfer Function Model

The transfer model has the form' pc+w (B)d+N;
(5), N = (6(B)/®(B))e:. (6), where p is the price at
hour t, d is demand at hour t, N: is the error term
that follows ARMA(pq) process of the form(6), and ¢
is a constant. wd(B) is the polynomial functions of the
backshift operators (note that B°dp=dns). In this
model, actual price is related to the values of demand
through fimction wd(B), actnal prices to past prices
through function ®(B), and actual error to past errors
through 6(B).

The final transfer function model estimated is:
d(po=w'd(d)e+w'" d(d)-167+ (1-6:B")(1-8,B' -8Bz,
(7). Like dynamic regression model, all of the
coefficients of the selected model (7} are statistically
significant at 1% level The transfer function model
(7) for 4 weeks of April 2006 shows that the
difference in prices at t and at t-1 depends on values
of demand at 2 terms! current demand and 167 hour
ago. The error terrm, N; follows pure MA process. N,
depends on the previous values of the error term at 1
hour ago, seasonal MA at 1 hour and lday.

2.25 ARIMA-EGARCH Model

The EGARCH model has the form:

O(Bim=c+0(B)er (),

> +y[ ‘Z ]wlog(hf.o

168

log(h?) = w+ o} 2L

JR )
where o is the price at hour t and & is the ermor
term that has the normal distribution of zero mean
and variance, h%. Equation (9) shows the structure of
the conditional variance. The basic idea of this model
is to captuore the autoregressive conditional
heteroskedasticity in the residuals, which suggests the
possible existence of the inverse leverage effect(Bunn
and Karakatsani (2003), Knittel and Roberts(2005), and
Bowden and Payne(2007)). The intuition behind
inverse leverage effect is that since marginal costs
become much higher when demand spikes, positive
demand shocks have a larger impact on price
movements relative to negative shocks. w is the mean
of the volatility equation (6) while a reflects the size
effect of a shock irrespective of the sign of the shock
v shows the sign effect of a shock while B indicates
the degree of volatility persistence (Bowden and
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Payne (2007)).

The final ARIMA-EGARCH model estimated is:
a - O BY(1 - 0B 015sB)d(py)=c+(1-6,B')(1-0
1688 e (109,

G +01 =N +057logt’
WV {Ja_J = .

The ARIMA-EGARCH estimated model (10) for
April 2006 shows that the difference in prices depends
on the past prices in 3 terms: 1 hour ago, 1 day ago
and 1 week ago. It also depends on the previous
values of errors as a product of 2 terms: 1 hour ago
and 1 week ago. Equation (11) shows the coefficients
of the volatiity equation. The coefficient of a shock
to hourly SMP irrespective of its sign is 037 and it
is positive and significant at 1% level. Likewise the
coefficient of sign effect is 0.12 and it is also is
positive and significant at 5% level, which implies the
existence of inverse leverage effects. In other words,
there is a chance that an unexpected demand spike
may result in positive price shocks in the wholesale
prices. The wvolatility persistence coefficient is 0.57
which is also positive and significant at 19 level.

2.3 Results and Performances

2.3.1 Error Measures
To compare the prediction power of all proposed
models, two types of measures are used for daily and
weekly comparison. One is Mean Absoclite Percentage
Error (MAPE), which is compute as follows:
T+h

LY
[Z =T+ 2 /hj| x 100
MAPEgy= ,

7
Py
MAPEy is the daily mean absolute percentage error,
p is the actual price at hour t, *p is the forecasted
price for that hour.

logt?)=088+03

where

The other is Root Mean Squared Error (RMSE).

27’*"‘ (ﬁfj _p‘j)l

RMSEuy= r=T+1 h ,where RMSEgy, is

the daily root mean squared error, pjt is the actual
price at hourt, “pt is the forecasted price for that
hour.

2.3.2 In-sample Results

The dally and weekly results of in-sample
forecasting for the four models are reported in Table
1. Among the model estimated, dynamic regression
shows the best result in daily and weekly forecasts
while ARIMA model show consistently lower
performance. The next best model is transfer function
The objects of in-sample comparison are the last 7
days of 4 weeks. It is noted that EGARCH has better
performance in the later days of the week. Appendix
IV includes the table for actual and in-sample
forecasted prices for day 1. :

Table 1 In-sample forecasting error comparison (%)

ARIMA Dynamic Transfer EGARCH
Regression function
MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE
dayl | 4.83 4.47 268 253 3.08 292 3.02 290

day2 | 6.47 770 368 397 371 390 5.88 708
day3 | 6.95 7.70 314 378 346 383 5.35 b.22
dayd | 4.77 6.13 427 4.31 521 513 385 526
day5| 4.39 5.47 332 3.34 388 39 3.90 492
day6 | 3.29 4.34 33 3.57 Ik 410 3.65 451
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2.3.3 Out-of-sample Results

Table 2 describes the results of out-of-ample
forecast from four models. Unlike in-sample forecast
results, EGARCH is the best estimated model in
terms of MAPE and RMSE while the transfer
function model shows the lowest performances in both
MAPE and RMSE. It is noted that EGARCH achieved
the average 2.1% forecasting MAPE except for the
day 3 and day 6, which shows high MAPE between
10% - 12%. The forecast results from dynamic
regression are very close to ARIMA results by .15%
differences in weekly forecasting.

Table 2 Qut-of-sample forecasting error comparison (%)

ARIMA Dynamic Transfer EGARCH
Regression function

MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE
dayl | 4% 460 3.41 322 554 443 142 238
day2 | 384 395 5.80 5.13 11.84 872 145 390
day3 | 473 683 6.27 7.40 6.80 766 12.08 800
dayd | 418 425 4.36 4.48 413 465 28 553
day5 | 390 454 5.97 576 B58 662 340 639
dayé | 810 787 4.35 3N 5.1 4.46 10.41 502
day? | 527 517 5.92 565 592 139

3. Conclusion

;. Short term future price information is important for
buyers and sellers in the wholesale electricity market
for their optimal operation and risk management. This
paper investigated forecasting accuracy of four
different time-series methods to predict the 24 hourly
system marginal prices of the real time wholesale
electricity market in the Korean CBP. Model
estimation has been carried out using hourly data
from the Korean CBP in April 2006.

Among the four models, EGARCH and ARIMA
are more effective than - transfer function for
out-of-sample forecasting. For in-sample forecasting,
dynarnic regression shows the best prediction power.
In addition all four models present relatively medest
forecasting error about 56% in terms of MAPE,
which is good enough considering the highly wvolatile
characteristics of electricity prices and power demand.
Market participants in CBP can use the forecasting
results from these models for theirr short-term
busmess decision regarding bidding and operation
strategies.

However, there are some limitations in this study.
First, this paper deals with only 4 weeks of hourly
data in Apnl 2006, which is clearly not enough to
capture the true wvolatility in the longer horizon.
Second, it should be also noted that we may need
different models for different period of time. Third,
the study does not consider the influence of market
structure and regulatory aspects of the Korean CBP
forecasting the wholesale prices. These points suggest
future research  directions: to develop more
comprehensive models to accommodate various aspects
of volatile electricity prices.
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