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Abstract - In this paper, we present the Q-learning method for adaptive traffic signal control on the basis of
multi-agent technology. The structure is composed of sixphase agents and one intersection agent. Wireless
communication network provides the possibility of the cooperation of agents. As one kind of reinforcement leaming,
Q-learning is adopted as the algorithm of the control mechanism, which can acquire optical control strategies from
delayed reward; furthermore, we adopt dynamic learmning method instead of static method, which is more practical.

Simulation result indicates that it is more effective than traditional signal system.
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1. Introduction

As the number of vehicles on the road increases,
optimal intersection traffic flow control method becomes
more and more important. The traditional method which
distributes the same fixed time into every phase and static
learning method can't effectively meet the requirement.
Hence, searching for new methods becomes the hotspot.

In recent years, reinforcement learning algorithm which
doesn’t need to depend on exterior model has attracted
rapidly increasing interest in machine learning and
artificial intelligence communication. By the interaction
between state and action, we can finally get the most
optimal control policy. Meanwhile, A multi-agent system
can divide big and complex system into small and simple
systems which can communicate with each other. So, A
new method is proposed in this paper using reinforcement
learning combined with multi-agent system technology

There are two kinds of agents in the method we
propose: the phase agent and the intersection agent, and
they interact with each other. In the Q-learning process,
the phase agents base their decision according to the
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policy coming from the "most reward value”. The phase
agents can make intersection control become modulated.
The exactly structure is given in section. 2. For the
intersection control, there are several algorithms on how to
get the reward value. For example, reward value can be
inversely proportional to the waiting time of the vehicles.
In this paper we apply the queue length’s variety to
calculate the reward. Suppose we have a fixed phase
time and multiply it with the departure or arriving rate,
we will then get the reward value. This approach is
presented in section3. A simulation about Q-learning
process is given in section 4.

2. Multi-agent system

Agents are computer systems with two important
capabilities. First, they are at least to some extent capable
of autonomous action- deciding what they need to do in
order to satisfy designer’'s acquirements. Second, they
have the ability of interacting with other agents. In this
paper, there are two kinds of agents-intersection agent

and phase agent. The structure of multi-agent system is
showed as figurel.. Meanwhile, the relationship between

them is showed in figure2
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Fig.1. Intersection ‘and phases
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Fig.2.The relationship between phase ageht and
intersection agent

2.1. Intersection agent

Intersection agent stores the whole information about

the lanes and control results. Furthermore, it has some
kinds of rules on how to modify phase order and select
the control method. After the learning process, it can make
decision for which rule to choose, set the final policy for
the phase agents.

22. phase agent

Phase agent mainly contains environment apperceiving
module, information disposing module, communicating
module and executing module. model structure of agent is
showed in Fig.3.

3. Q-learning algorithm

Reinforcement learning is learning how to map
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Fig.3. model structure of the agent
situations to actions, so as to maximize a numerical

reward or cost signal. In most forms of the machine
learning, the learner is not told which actions to take, but
instead can discover which action yields the most reward
by trying them. As one kind of reinforcement learning,
Q-learning can acquire optimal control
rewards, even when the agent has no prior knowledge of
the effects of its actions on the environment.

strategies from

How to realize the Q-learning algorithm? The key point
is to find a feasible way to estimate training values for Q,
given a sequence of immediate reward r spread out over
time. Using following equation, we can realize it.

Q'(s,a)—r+ymaxQ’(s,a) (1)

Here, r denotes the reward value, coefficient 7Y is
randomly chosen from 0 to 1.

There are four work steps for getting the value of r.

Stepl: randomly choose one as the original phase. And
it is supposed to be the green phase.

step2: compare the length of other phases, choose the
longest one as the next green phase. In order to realize it,
two sensors are put on each lane for the velocity test, one
is 50m far away from the stop line, the other is 5m far
away. parameters are set as follows:

V; stands for the arriving rate of the vehicles during
the green phase.

V; stands for the leaving rate of vehicles during the
green phase.

Vm stands for the leaving rate of vehicles of the other

red phases. ) )
we suppose the phase time is t.

The length of the green phase is denoted by L

, &
ngl)g+(1/,1—l/l)t @)
The length of the other red phase is denote by L,.o,
L,=L,+ Vi 3)

Here, L,.O is a vector, which contains five elements.

now, we can do the comparison of the each element,
choose the largest one as the next green phase.
Step3: calculate the value of the reward.

r= (Lg + L,:O) — (Lg + L,m) 4)
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Stepd: do the circulation. After one circle-finishing the
six phase’s passing, we can get a cumulative reward.
then, go back to the first step, do the circulation again. fix
times later, we can attain six cumulative value. then
choose the largest one as the policy of the action. Its
process is called learning process.

4. simulation

A simulation test with mat-lab is done on the basis of
Q-learning algorithm. In tablel, each row denotes the
length of every phase and its arriving rate, which also
represents the current state. After the learning process, we
can finally get the order of the phases as shown in table2,
which is the most optimal policy.
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5 conclusion

On the basis of the Q-learning algorithm, intersection
agent carries out the learning progress, sets down the
most efficient policy and conveys it to the phase agents.
Finally, phase agents execute the policy, which all base on
the performance of the  multi~agent—apperceiving
communicating, making decision, executing capability.
From the simulation, we can find that the method in this
paper will shorten the length of the longest phase, which
solve the problem of stacking in one phase.
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