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  Abstract

This paper reviews methods used to perform reliability and availability analysis of the network system composed by 

nodes and links. The combination of nodes and links forms virtual connections (VC). The failure of several VCs cause 

failure of whole network system. Petri Net models are used to analyze the reliability and availability. Stochastic reward 

nets (SRN) is an extension of stochastic Petri nets provides modelling facilities for network system analysis.

1. INTRODUCTION

Users of network systems want them to be 

reliable which refers to the overall quality of the 

data communication system. Although bug-free 

operation is the goal of any client-oriented 

system, it cannot be achieved in practice. Once 

again, cost, time to market, and the impossibility 

of testing all possible scenarios preclude it. The 

question, therefore, is how many bugs are 

acceptable. In telephony systems, a typical goal is 

to mishandle no more than one call in 10,000, 

which equates to four-nines reliability, or 99.99%. 

In other systems, such as those that handle 

financial transactions, the requirements are even 

more stringent. If a telephone call is mishandled, 

the user can simply try again. However, if a 

financial transaction is mishandled, correcting the 

problem is much more tedious and expensive, 

because someone will probably have to correct the 

error manually.

Hardware failure, data corruption, and 

physical site destruction all pose threats to a 

network system that must be available close to 

100 percent of the time. We can enhance the 

availability of a network by identifying network 

components that must be available, then 

identifying the points at which those  components 

can fail. Increasing availability also means 

reducing the probability of failure. Network 

availability directly depends on the hardware and 

software used in building the network system, and 

the effectiveness of the operating procedures.

The reliability of a system is its ability to 

maintain operation over a period of time t. 

Formally, the reliability, R(t), of a system is 

    ∈  
If we define X to be a random variable 

representing the lifetime of the system and also 
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letting F be the cumulative distribution function 

(CDF) of X, then the reliability of the system at 

time t is

      

It is assumed that a system is working properly 

at t = 0; therefore, R(0) = 1.

When modeling a system, it is often but not 

always assumed that the failure rate is constant; 

however, this assumption only holds for the 

normal lifetime of a system and is not true during 

burn-in or end-of-life. The importance of this 

assumption is when the failure rate, λ, is 

constant, the resulting CDF of the lifetime of the 

components is exponential. That is

    

and the reliability is

   

Another measure often used for the analysis 

of systems is availability. The availability of a 

system is often expressed as the instantaneous 

availability, A(t), and/or the steady-state 

availability. The instantaneous  availability, A(t), 

is defined as the probability that a system is 

operational at time t. It allows for one or more 

failures to have occurred during the interval (0; 

t). If a system is not repairable (e.g., a deep 

space exploring spacecraft), the definition of A(t) 

is equivalent to R(t). Dependability is used as a 

catch-all phrase for various measures such as 

reliability, availability etc.

Another measure used to describe a system 

is its expected life or mean time to failure 

(MTTF). Formally,

 


∞

  

If we continue our assumption of a constant 

failure rate, λ, then the MTTF of a system is 

simply 1/λ.

The purpose of this paper is to illustrate 

methods used for determining the reliability and 

availability of a network system consisting of 

nodes and links. Using the nodes and links we 

form several virtual connections (VC) from source 

to destination. We consider two cases: failure of 

network components without repair and with 

independent repair. We will illustrate SRN 

modelling techniques for analysis of the network 

system using VCs.

The paper organized as follows: Section 2 

deals with introduction and extension of Petri 

Nets (PN), Section 3 describes network system 

consisted of nodes and links, Section 4 presents 

the system modelling using PN, Section 5 gives 

the numeric results.

2. STOCHASTIC PETRI NETS

 

 2.1 Stochastic Petri Nets (SPNs)

A Petri Net (PN) is a bipartite directed 

graph with two disjoint sets called places and 

transitions [2,3]. Directed arcs in the graph 

connect places to transitions (called input arcs) 

and transitions to places (called output arcs). 

Places may contain an integer number of entities 

called tokens. The state or condition of the 

system is associated with the presence or absence 

of tokens in various places in the net. The 

condition of the net may enable some transitions 

to fire. This firing of a transition is the removal 

of tokens from one or more places in the net 

and/or the arrival of tokens in one or more places 

in the net. The tokens are removed from places 

connected to the transition by an input arc; the 

tokens arrive in places connected to the transition 

by an output arc. A marked PN is obtained by 

associating tokens with places. The marking of a 

PN is the distribution of tokens in the places of 

the PN. A marking is represented by a vector
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))(#),...,(#),(#),((#= 321 nPPPPM  

where )(# iP  is the number of tokens in 

place i and n is the number of places in the net.

If exponentially distributed firing times 

correspond with the transitions, the result is a 

SPN [1,2,3]. Allowing transitions to have either 

zero firing times (immediate transitions) or 

exponentially distributed firing times (timed 

transitions) gives rise to the GSPN [3]. The 

transitions with exponentially distributed firing 

time are drawn as unfilled rectangles; immediate 

transitions are drawn as filled rectangles.

For a given GSPN, an extended reachability 

graph (ERG) is generated with the markings of 

the reachability set as the nodes and some 

stochastic information attached to the arcs, thus 

connecting the markings to each other. Under the 

condition that only a finite number of transitions 

can fire in finite time with non-zero probability, 

it can be shown that a given ERG can be reduced 

to a homogeneous continuous time Markov chain 

(CTMC) [7,9].

 

 2.3 Stochastic Reward Nets (SRNs)

In order to make more compact models of 

complex systems, several extensions are made to 

GSPN, leading to the SRN. One of the most 

important features of SRN is its ability to allow 

extensive marking dependency. In an SRN, each 

tangible marking can be assigned with one or 

more reward rate(s). Parameters such as the 

firing rate of the timed transitions, the 

multiplicities of input/output arcs and the reward 

rate in a marking can be specified as functions of 

the number of tokens in any place in the SRN. 

Another important characteristic of SRN is 

the ability to express complex enabling/disabling 

conditions through guard functions. This can 

greatly simplify the graphical representations of 

complex systems. For an SRN, all the output 

measures are expressed in terms of the expected 

values of the reward rate functions. To get the 

performance and reliability/availability measures 

of a system, appropriate reward rates are 

assigned to its SRN. As SRN is automatically 

transformed into a Markov Reward Model (MRM) 

[10,11], steady state and/or transient analysis of 

the MRM produces the required measures of the 

original SRN.

 

 2.4 Markov Reward Models (MRM)

SRNs provide the same modeling capability 

as Markov reward models (MRMs). A Markov 

reward model is a Markov chain with reward rates 

(real numbers) assigned to each state. A state of 

an SRN is actually a marking (labeled 

))(#),...,(#),(#),((# 321 nPPPP  if there are n places 

in the net). We label the set of all possible 

markings that can be reached in the net as 

Ω . These markings are subdivided into 

tangible markings ΤΩ  and vanishing markings

VΩ . For each tangible marking i in ΤΩ a 

reward rate ir  is assigned. This reward is 

determined by examining the overall measures to 

be obtained.  Several measures are obtained using 

Markov reward models. These include the expected 

reward rate both in steady state and at a given 

time, the expected accumulated reward until either 

absorption or a given time, and the distribution of 

accumulated reward either until absorption or a 

given time.

The expected reward rate in steady state can 

be computed using the steady state probability of 

being in each marking i for all ΤΩ∈i . For 

steady state distribution iπ , the expected 

reward rate is given by

 
∑
∈

][
Ti

iirRE
Ω

= π
                         

The SRN model can be solved by using SPNP, a 
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software package for the automated generation 

and solution of Markovian stochastic systems 

developed by researchers in Duke University [12]. 

3. NETWORK SYSTEM DESCRIPTION

Virtual Private Network (VPN) technology, 

which is widely used by many organizations, is 

based on the idea of tunneling. VPN tunneling 

involves establishing and maintaining a virtual 

network connection (that may contain intermediate 

hops). 

A possible scenario of VPN using virtual 

connections is shown in Figure 1. The switching 

nodes (a, b, c, d and f) are available to provide a 

VC to a desired destination through the links (ab, 

bd, df, ac, ce, ef, cd, de).

Figure 1. Network Configuration 

As we see there are a lot of logical paths 

that could be obtained using this network 

structure but we will be focusing only on the 

paths shown in Table 1.

Path Route

1 a-ab-b-bd-d-df

2 a-ac-c-ce-e-ef

3 a-ab-b-bd-d-dc-c-ce-e-ef

4 a-ac-c-cd-d-de-e-ef

Table 1. Path descriptions

We consider the network is said to be "up" 

if at least one of the four possible paths is 

available for communication. For a particular path 

to be available, all the nodes and links in 

corresponding route must be available. Note that 

failure of a particular link or node may result in 

unavailability of more than one path. For example 

if node c fails, paths 2, 3, 4 become unavailable. 

In the next sections, we show how all these 

aspects are captured in various reliability and 

availability models.

4. SYSTEM MODELLING

 4.1 SRN Reliability Model

The SRN reliability model for our network 

example is shown in Figure 2. The net 

specification now only contains places and 

transitions which represent failure behavior for 

each individual component. The failure of any 

node or link may cause failure of one or more VC. 

System fault tree is "encoded" as a set of boolean 

functions. A simple halting condition represents 

failure of the whole network system. Table 2 

shows the list of boolean functions which indicate 

failures of some sub-paths of the network, 

failures of VCs and halting condition of the whole 

network system. When the halting condition is 

executed we consider that the system goes down. 

The reward rate r for unreliability is assigned in 

terms of the boolean function for the halting 

condition as: 

if (VC1  VC2  VC3  VC4) 

    return 1; (system is unreliable)

else

    return 0; (system is reliable)
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Figure 2. SRN Reliability Model

Name Function

G1 #(a_dn) == 1

G2
#(ab_dn) == 1  #(b_dn) == 1  
#(bd_dn) == 1

G3
#(c_dn) == 1  #(cd_dn) == 1  
#(d_dn) == 1

G4
#(ce_dn) == 1  #(e_dn) == 1  
#(ef_dn) == 1

G5 #(d_dn) == 1  #(df_dn) == 1

G6
#(d_dn) == 1  #(de_dn) == 1  
#(e_dn) == 1  #(ef_dn) == 1

G7
#(ac_dn) == 1  #(c_dn) == 1  
#(ce_dn) == 1

Virtual Connections

VC1 G1  G2  G5

VC2 G1  G7  G4

VC3 G1  G2  G3  G4

VC4 G1  #(ac_dn==1)  G3  G6

Halting Condition

if (VC1  VC2  VC3  VC4) 

then network goes down

Table 2. List of boolean functions

 4.2 SRN Availability Model

In this case we consider the network system 

with repairs allowed. Each component has its own 

repair facility and is independent of failure and 

other component. The SRN simply consists of the 

failure and repair behavior of the system (Figure 

3). The system being up or down is still encoded 

by exactly the same functions as listed in Table 2 

with the exception that there is no halting 

condition. Instead, a reward function, which when 

evaluated by solving the underlying Markov 

reward model, gives the instantaneous and steady 

state availability of the system. The reward rate r 

for availability of this system is assigned in terms 

of the boolean functions defined earlier as:

if (VC1  VC2  VC3  VC4) 

    return 0; (system is unavailable)

else

    return 1; (system is available)

Figure 3. SRN model with independent repair

5. NUMERIC RESULTS

The SRN models were solved using the SPNP 

(Stochastic Petri Net Package). SPNP [12] provides 

support for specifying the SRN using a "C" like 

language and allows for the modeler to do steady 

state, transient, cumulative transient and 

sensitivity analysis. We use transient analysis 

because our goal is to perform network system 

analysis during the appropriate amout of time.
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In order to assign values for the failure 

rates we chose a MTTF for nodes and links equal 

to 30 and 15 days correspondingly. For the repair 

rates for nodes and links we assign values equal 

to 6 and 4 items per day correspondingly.

Re l ia b i l i t y
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Figure 4. Reliability of the network

The results of reliability analysis obtained 

by solving SRN model shown in Figure 4. The 

network system works over certain amount of time 

without repair facility and after some time goes 

down. In our example the system is considered as 

non-operational after 15 days after start.

A v a i l a b i l i t y
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Figure 5. Availability of the network

The results from solving SRN availability 

model shown in Figure 5. In this case we can say 

that the availability of the network system goes 

down during some time and then it does not 

decrease. In our example we can say that the 

network system availability is higher than 98%. 

6. CONCLUSION

In this paper we reviewed reliability and 

availability modelling techniques by applying them 

to the network system consisting of nodes and 

links. We developed SRN models for both cases 

and got the numerical results using SPNP 

package.
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