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ABSTRACT

There are two major factors to use NoSQL in order to manage Big Data; to increase productivity of an
application programmer and to increase data access performance. But, in many business fields, this hopeful plan
lacks careful consideration. For efficient and effective management and analysis of Big Data, it is necessary to
perform a test with the expectation for productivity and performance of the application programmer before
deciding whether NoSQL technique is used or not. In this paper, we research on programmer productivity, data
access performance, risk distribution, and so forth..
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1. Introduction data access performance, using Relational Databases
and risk management (Figure 1).
In many business fields, this hopeful plan lacks

careful consideration. For efficient and effective II Considerations in Selecting Databases for

management and analysis of Big Data, it is necessary Big Data
to perform a test with the expectation for productivity
and performance of the application programmer before The first consideration in selecting databases for Big

deciding whether NoSQL technique is used or not. In  Data is programmer productivity. It is generally
this paper, we research on programmer productivity, — accepted that a definition of programmer productivity
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needs to be established and agreed upon. Appropriate
metrics need to be established. Productivity needs to
be viewed over the lifetime of code. Programming
productivity means a variety of software development
issues and methodologies affecting the quantity and
quality of code produced by an individual or team. A
key topic in productivity discussions is amount of code
that can be created or maintained per programmer.
The amount of code is often measured in source lines
of code per day. The second topic is to detect and
avoid errors. The detection is performed by techniques
like  Agile Software  Development, six  sigma
management, zero defects coding, and Total Quality
Management. The last topic is software cost estimation.
Of course, the cost is a direct consequence of
productivity. ~ The  importance  of  programming
productivity has improved along with other industry
factors, such as the relative costs of manpower
versus. In the field of unstructured or semi-structured
data, NOSQL systems are more efficient and effective
in managing and handling Big Data.
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Figure 1. Four Decisions for Big Data

The second consideration in selecting databases for
Big Data is data access performance. Data access
typically refers to software and activities. The
activities are storing, defining, retrieving, or acting on
data housed in a database or other repository.
Sequential access and random access are two types of
data access. Since data access can help distinguish the
abilities of administrators and users, data access is
simply the authorization you have to access different
data files. With including each different database, file
system, and many of these repositories stored their
content in different and incompatible formats, every

repository requires different methods and languages. It
is very important to perform a test with valuable
scenarios for NoSQL databases.

The third consideration in selecting databases for
Big Data is to use Relational Databases with NoSQL.
Even though NoSQL is a best solution for Big Data, it
is not a panacea for Big Data. It is meaningful to
optionally use Relational Databases with NoSQL.

The last consideration in selecting databases for Big
Data is risk management. Risk management is a
process of identification, analysis and either acceptance
or  mitigation of uncertainty in  investment
decision-making when using databases for Big Data.
Whenever a user or data operator analyzes and
attempts to quantify the potential for losses in
managing database, risk management would occur
anytime. Especially, risk management would do so
when taking appropriate actions or inaction ones, given
their investment objectives and risk tolerance.
Inadequate risk management would certainly cause
severe consequences for companies as well as
individuals in handling and analyzing Big Data.
Traditional approaches such as Data Mapper and
Repository (Fowler PoEAA) would be helpful in
encapsulating the process of selecting databases,

III. Conclusions

In sum, there are two major factors to use NoSQL
in order to manage Big Data; to increase productivity
of an application programmer and to increase data
access performance. For effective and efficient
management of Big Data, it is necessary to perform a
test for programmer productivity and data access
performance before choosing databases. If not
strategic, most of applications may use Relational
Databases techniques.
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