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#### Abstract

요약 본 논문은 포인터 레이저를 이용한 3 D 스캔 방식을 제안한다. 3 D 스캔이란 물체의 3 차원 정보 $(x, y, z$ )를 추정하는 기술이 다. 3D 스캔 기술은 과거에서 부터 많은 연구가 진행 되었으며 스테레오 카메라, 패틴 인식 등 다양한 방식으로 3 파원 정보를 추정 한다. 기존의 방식들은 물체의 표면 정보를 정확하게 스캔하는 장점을 가졌지만, 스캐너의 비용이 비싸고, 그 부피가 크다 는 단점 때문에 상용화에 어려움이 많다. 본 논문은 기존 방법보다 부피가 작고 가벼우며 시스빔 비용이 적은 포인터 레이저를 이용하여 3 차원 정보를 추정하는 방법에 대하여 설명한다. 물체의 깊이 정보 $(z)$ 에 따른 포인터 레이저의 영상에서의 위치 변화 를 통하는 방식으로 3 차원 정보 추정을 구현 하였다. 실혐을 통하여 포인터 레이저만으로도 3 차원 정보가 추정 되는 것을 확인 한다. 위 방법은 3 D 스캐너의 부피가 최소화 되므로 다양한 제품에 부착되어 3 D 스캐너의 상용화를 기대한다.


## 1. 서론

3 D 스캔이란 물체의 3차원 정보를 획득하는 기술이다. 3 차원 정보 는 물체의 밀도 등 내부의 3 차원 화소(voxel)를 추정 하는 기술과 물체 의 표면 정보를 획득하는 기술로 구분된다[1]. 3 차원 화소를 추정하는 기술은 주로 CT(Computed Tomography), MRI(Magnetic Resonance Imaging) 등에서 사용 되고 3D 스캔 에서는 물체의 표면 정보를 획득 하는 기술이 사용된다.

3D 스캔을 통해 물체의 표면 정보를 획득 하는 방법은 여러 가지 방법이 존재한다. 레이저를 이용하는 방식과 패턴을 이용하는 방식, 그 리고 스테레오 카메라 방식 등이 물체의 표면 정보를 획득하는 대표적 인 방식이다[3]-[6]. 레이저를 이용한 방식이 가장 정확하게 표면 정보 를 획득 하지만 비용적 문제 때문에 상용화 되지 못하였다[8]. 그래서 레이저를 이용한 방식보다 효율적인 패턴 프로젝션 방식과 스테레오 방식이 연구 되었다. 이 두 방식은 높은 정확도를 가지지만, 시스템의 복잡도가 높고 부피가 크다는 단점 때문에 상용화 되지 못하고 스마트 폰과 같은 휴대형 제품에 적용시킬 수 없다.

제안하는 방법은 포인터 레이저와 단일 카메라를 사용한다. 물체 와 카메라의 거리 변화에 따라 레이저 포인터의 위치가 변화 하는 것 을 기반으로 하여 실시간으로 표면 정보를 추정한다. 최소 자승법 (Least squares solution)을 통해 레퍼런스 영상(Reference image)에 서 물체의 깊이 정보와 레이저 포인터의 위치 사이의 관계식을 찾고, 이진화와 레이블링을 통해 물체의 깊이 정보를 추정한다. 또한 제안하 는 방법은 기존의 방식이 가지는 시스템의 복잡도와 부피 문제를 해결 하여 상용화에 큰 장점을 가진다.

## 2. 기존방법

3D 스캐너는 물체의 표면 정보를 획득하는 것이다. 물체의 표면정 보를 획득하는 방법은 크게 스테레오 카메라 방식과 프로젝션 방식으 로 나뉜다. 스테레오 카메라 방식은 다른 각도에서 입력받은 두 장의 사진에서 나타는 물체의 위치 차이(disparity)를 통해 정합하여 3D 표 면 정보를 추출한다.


그림 1 스테레오 카메라

스테레오 카메라 방식은 다른 각도에서 촬영된 영상에서 나타난 물체의 위치 차이를 가지고 에피폴라 기하학을 이용한다. 먼저, 카메라 를 통하여 영상을 얻을 때 생기는 기하학적 왜곡(geometric distortion)을 해결해야 한다. 왜곡은 두 영상 사이의 기하학적 관계를 통해 구할 수 있는 기본행렬(fundamental matrix)이나 카메라의 내부 파라미터를 이용하여 구할 수 있는 핵심행렬(essential matrix)를 이용 한다. 행렬을 이용하여 영상의 왜곡을 해결하면, 물체의 깊이정보 $Z=\frac{f \times e}{p \times \sigma}$ 를 이용하여 구한다. f 는 카메라 렌즈의 초점거리, e 는 카메라 사이의 거리 . p 는 영상의 가로 길이, $\sigma$ 는 영상에서 나타나는 물체의 위치 차이를 나타낸다.[12]


그림 2 스테레오 카메라 방식의 기본 원리

패턴 프로젝션 방식은 촉정하고자 하는 물체에 빛을 투사하여 정 보를 추출해 낸다. 평면에 및을 투사하고 카메라를 통해서 입력받으면, 영상에 나타나는 빛의 패턴은 물체의 굴곡에 따라 왜곡이 생긴다. 영상 에 나타나는 왜곡을 통해서 물체의 깊이정보를 추정하게 된다.


그림 3 패턴 프로젝션
프로젝션 방식은 이원 패턴(binary pattern), 회색 단계 패턴 (grey-level pattern), 격자무늬 패턴(grid pattern)등 다양한 패턴이 사용되고, 그림 3 의 삼각 함수를 이용하여 깊이정보(Z)를 획득한다. 삼 각형의 카메라와 프로젝터 사이의 거리(B)와 왜곡된 정도(d)의 비를 이용하여 깊이정보 $\mathrm{Z}=(\mathrm{L}-\mathrm{Z}) \mathrm{d} / \mathrm{B}$ 로 구한다.[1]


그림 4 패턴 프로젝션 방식의 기본원리

## 3. 제안하는 방법

본 논문에서 제안하는 방법은 포인터 레이저와 단일 카메라를 사 용한다. 전처리를 통하여 깊이 정보에 대한 매핑 테이블을 만들고, 매 핑 테이블을 이용하여 물체의 깊이 정보를 추정하는 것이다. 물체의 표 면 정보를 휙득하는 과정은 그림 5 의 순서로 진행된다.


그림 5 제안하는 방법의 시스템 흐름

전처리 과정 에서는 레퍼런스 영상을 가지고 매핑테이블을 만든 다. 매핑 테이블은 영상에서 카메라와 물체 사이의 거리 변화에 따라 나타나는 포인터 레이저의 위치 변화를 이용한다.

매핑 테이블을 이용하여 3차원 정보를 추정하는 과정은 물체의 표 면정보 (x, y, z)중 (x.y)를 구하는 과정과, $z$ 를 구하는 과정으로 나눌 수 있다. (x,y)를 구하는 방법은 카메라의 움직임에 따라 나타나는 물체 의 위치 변화를 이용한다.
$Z$ 를 구하는 방법은 전처리 과정에서 구한 매핑 테이블을 이용한 다. 매핑테이블은 포인터 레이저의 위치에 따른 물체의 깊이정보를 나 타내므로, 영상에 나타나는 포인터 레이저의 위치를 추출해내게 된다.


그림 6. 흑백 평면과 Red 평면 이진화 비교
(a) 원본 영상 (b) R 평면 영상 (c) Red 평면 이진화
(d) 포인터 레이저 (e) 흑백 영상 (f) 흑백 영상 이진화

포인터 레이저의 위치를 추출하기 위해서 영상에 레이저 포인터 에 대한 정보만을 남긴다. 영상에 나타나는 포인터 레이저는 그림 6(d) 같이 중심부가 하얗고 주변부가 빨강다. 따라서 R plane 만 획득한 영 상을 가지고 이진화를 수행하여 포인터 레이저의 위치를 찾는다. 레이 저 포인터의 위치 중 y 값을 가지고 매핑 테이블에 대입 시켜 물체의 깊이 정보를 추정한다.

## 4. 실험 결과 및 토의

제안된 방법을 이용하여 전처리 과정인 매핑 테이블을 구성하고, 매핑 테이블을 이용하여 깊이 정보들을 제시한다. 하드웨어는 카메라 에 포인터 레이저를 부착하여 구성하고, 입력받는 영상의 크기는 $800 \times 600$ 을 사용하고 카메라는 2 차원으로만 움직인다고 가정하였다.


그림 7 매핑 테이블을 구하기 위한 실험 영상 (a) 20 cm (b) 35 cm (c) 50 cm

그림 7 은 전처리 과정으로 매핑테이블을 만들기 위한 실험 영상 이고, 초기에 한번만 수행하여 설정한다. 물체와 카메라 사이의 거리를

일정하게 증가시키면서 영상을 얻고, 영상에 나타난 포인터 레이저의 위치와 거리의 상관관계를 구하였다. 완성 된 매핑테이블은 $\mathrm{y}=$ 14042.016/x-10.826 이다.


그림 8 물체 스캔 결과
그림 8은 (a)의 물체를 스캔하여 나타낸 결과 영상이다. (b)는 top view 영상으로 물체의 윤곽선 V 가 잘 나타난 것을 확인할 수 있고 (c) 는 물체의 스캔결과를 mesh로 나타낸 것이다.

## 5. 결론

본 논문에서는 물체의 표면 정보를 포인터 레이저와 단일 카메라 로 인식하는 방법을 제시하였다. 전처리 과정을 통해 매핑테이블을 구 한다. 물체의 표면정보를 획득할 때에는 포인터 레이저의 위치를 이용 하고. 제안하는 방법의 3 D 스캐너는 원본 물체의 표면 정보와 유사한 영상을 획득하였다. 기존 방법보다 연산량이 줄고 하드웨어 구성에 있 어 간단하므로 다양한 제품에 확장하여 사용될 수 있을 것으로 기대된 다.
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