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ABSTRACT

Naive Bayes (NB, for shortly) learning is more popular, faster and effective supervised
learning method to handle the labeled datasets especially in which have some noises, NB
learning also has well performance. However, the conditional independent assumption of NB
learning imposes some restriction on the property of handling data of real world. Some
researchers proposed lots of methods to relax NB assumption, those methods also include
attribute weighting, kernel density estimating. In this paper, we propose a novel approach called
NB Based on Attribute Weighting in Kernel Density Estimation (NBAWKDE) to improve the NB
learning classification ability via combining kernel density estimation and attribute weighting.

7N =
Naive Bayes, Attribute Weighting, Conditional Mutual Information, Kernel Density Estimation.

|'. Introduction assumption.

In NB learning, the posterior probability

In Naive Bayes classifier, NB assumption P(ai|c) is often estimated by fc(ai)/ the
conflicts with the fact obviously, no one can
claim that attributes in same dataset must have
no any relationships with each other. Therefore,
many researchers provide proposals to relax NB
assumption effectively. Jiang and Wang et al
[1] made a survey about improving NB
methods, those improving methods are broadly
divided into five main categories: structure
extension, feature selection, data expansion,
local learning, and attribute weighting. In this being the bandwidth. “(tx,ﬁaiv/\e,) is a kernel
paper, we focus on attribute weighting way
and combine Kernel Density Estimation (KDE)
in NB learning to relax conditional independent

frequency of a; given c. From a statistical

perspective, a non-smooth estimator has the
least sample bias, but it also has a large
estimation variance [2, 3] at same time.
Aitchison et al. [4] proposed a kernel function,
and Lifei Chen, Shengrui Wang [3] also
proposed a variant smooth kernel function for
frequency from [4] where with A CVE [0,1]

function for A, given c. This kernel function
may become an indicator if A, = 0.

Also [3] wused Equation (1) to estimate
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P(tl.l|c> as follows:

n,.

P<t:1:,|c7)\(tl): ,',LL‘Z’{@;KJQN )\g) (1)
~ Tt (g e
where n, is a number of instances in D

given ¢ , and instead P(tz,'C) with P(tv,t’|c,)\c/’)

as follows:

m
c(t)=argmazx, C(p(c)Hp(ajc,)\q)) )
i=1
At last, in that paper, they minimize the cost
function to take out a series w, for each 4; in
class c. The cost function is defined as follows:

ZZ( (ajle)=

i=1 a;

(ai|c’w(’7))2 (3)
1. Our Proposed Approach
As discussion previously, in this section, we

propose our novel approach named Naive
Bayes Based on Attribute Weighting in Kernel

Density Estimation (NBAWKDE). NBAWKDE
made a combination which  employing
conditional mutual information to attribute

weighting and kernel density estimation for
categorical attribute to relax NB assumption.

2.1 NBAWKDE Kernel Density Estimator

In Equation (1), it make sense that when
given a class, if someone attribute A4; has more
important for classify, in other word, A, can

provides information to reduce the
indeterminacy of class ¢, then the value of

more

P(ai|c) should more close to ]Tc(ai), otherwise,

if A, has less meaning for classify, then

P(a,;|c) should more close to . We let

1
|44
the bandwidth A\, =1—w,_, the variance with

Equation (2) as follows:
- AI
At =a
IAJ 4l

1
w(l—wc),

so, the estimation P(tl,_|c,wc) of probability
of P(t$_|c) is described as follows:

ff(tl,,,ai,wq>= (4)

otherwise

1 n,
P(tI[Jc,wCI): n_ ; “(tx,’ ai,wcl) (5)

1
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NBAWKDE is defined as follows:

p<c>ﬁp(ai|c,wq)) ©

i=1

c(t)= argmaz .c o

2.2 NBAWKDE Attribute Weighting

The next question is how can we obtain w,_?

Chang-Hwan et al. [5] generated feature
weights by  Kullback-Leibler = Measurement.
Umut Orhan et al. [6] use least squares

approach to weight attributes in NB. Nayyar A.
Zaidi et al. [7] proposed a weighted NB
algorithm, called WANBIA, this method selects
weights  to either the negative
conditional log likelihood or the mean squared
error objective functions.

Our approach generates a set of attribute

minimize

weights w, for each «class ¢

C
i

employing
conditional mutual information among A; A;
and given c. It make sense that if one attribute
has less mutual information value with other
attributes, this attribute cannot be alternative by
other attributes in classification ability, so this
attribute will provide more classify ability than
other attributes in current class. The average

weight E of each attribute A, given c¢ is

defined as follows:

m

Y (A4,4)c)
j=TLi#j
m m (7)
2020 A4ndll)
=10 jj=1,i# j

where the definition of I(Ai,A j|c) is follows:

Zp a a;, c log p(ai,aj,c)

plaip(aje) @

After linear normahzatlon, w, is defined as

w,=1-

[(Al-,A,|c

follows:

wcfmlanm(wq)

w

C

= — — )
' maXzEm(w ) mln]Em(w ,)
The output for NBAWKDE is:

plc) Hp(a lesw ))

i=1

c(t)=argmazx .c o




I, Conclusion

In this paper, we proposed a novel approach:
Naive Bayes Based on Attribute Weighting in
Kernel Density Estimation. NBAWKDE made a
combination which employing conditional mutual
information to attribute weighting and kernel
density estimation for categorical attribute to
relax NB assumption.
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