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1. Introduction  
 

Feed-forward neural networks(FNNs) are universal approximators, which can approximate any function with 
enough number of hidden nodes[1]. Usually the error back-propagation(EBP) algorithm using mean-squared error is 
used to train FNNs[2]. However, the EBP algorithm suffers from slow convergence of learning. In order to improve 
the performance of EBP algorithm, various cost functions such as CE(cross-entropy)[3], nCE(n-th order extension of 
CE)[4], and CFM(classification figure of merit)[5] have been proposed.  

There have been many attempts to construct the structure of FNNs for performance improvement. Usually, in 
pattern classification applications, we allocate one output node per class and the index of output node with maximum 
value represents the classified class. Increasing the number of output nodes per class attained better classification 
performance than one output node per class[6]. However, this strategy could not guarantee the performance 
improvement. Increasing the number of output nodes per class results in intensifying the dependency among output 
nodes and this will degrade the classification performance of FNNs. 

In this paper, we propose a new algorithm to make the output nodes as independent as possible. This is the merge 
of EBP[2] and ICA(independent component analysis)[7] algorithms. 

 
2. Feed-Forward Neural Networks and Additional Output Nodes for Performance 

Improvement 
 
Consider a FNN consisting of N inputs, H hidden, and M output nodes. When a training pattern 

],,,[ 21 Nxxx =x  is presented to the FNN, the j-th hidden node is given by 
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Here, 10 =x and jiw denotes the weight connecting the i-th input ix to jh . The k-th output node is 
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Also, 10 =h  and kjv denotes the weight connecting jh  to ky . 

Let desired output vector corresponding to the training pattern x  be ],,,[ 21 Mtttt = , where the class from 

which x originates is coded as follows: 
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We call ky the target node of class k. The conventional error function for P training patterns is 
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2)()( .  EBP algorithm minimizes E through iterative update of weights to the negative 

direction of the error function.  
In order to prove the effectiveness of increasing the number of output nodes, we model a problem with two 

classes, 1c  and 2c , with their prior probabilities )()( 21 cPcP  . Also, we assume that the outputs of FNNs trained 

to resolve this problem have uniform distributions in each class. The targets for outputs are given by -1 for class 1 

and +1 for class 2. Here, 1c  and 2c  denote the class 1 and 2, respectively. Let us consider the one-output node case 

for the two-class problem. The uniform distribution of output z  in each class is assumed as 
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where (.)p  is a pdf (probability density function). Also,
)( 1 

c
z is negative and 

)( 2c
z  is positive. For simplicity, we use 

0)()()( 12  ccc
zzz . Using Bayes’ decision rule for many classes, we decide the classification result as  
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Here, we consider a two-class problem whose targets are coded as -1 for class 1 and +1 for class 2 with the same 
prior probabilities. Then we can decide that an input pattern belongs to class 1 if 0 z  and it belongs to class 2 

otherwise. We can derive the misclassification probability as 
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3. Proposed Algorithm 
 
In order to make the output nodes as independent as possible, we adopt the ICA algorithm[7], which can work in 

the environment that the number of output nodes is different with the number of inputs in the ICA network. Since the 
proposed algorithm is only for the last output layer, the weights in hidden layers are the same with the EBP algorithm. 
In the last output layer, the weights are updated as follows: 
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Eq. (8) is from the EBP algorithm[2] to reduce the distance between the output and desired values. Eq. (9) is from the 
ICA algorithm[7] to make output nodes independent. 

 
4. Conclusion 
 
In order to improve the classification performance of FNNs, we proposed a new algorithm which can make output 

nodes as independent as possible.  
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