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요       약 

In 5G network environment, proactive mobility management is essential as 5G mobile networks provide new 

services with ultra-low latency through dense deployment of small cells. The importance of a system that actively 

controls device handover is emerging and it is essential to predict mobile trajectory during handover. Sequence-to-

sequence model is a kind of deep learning model where it converts sequences from one domain to sequences in 

another domain, and mainly used in natural language processing. In this paper, we developed a system for 

predicting mobile trajectory in a wireless network environment using sequence-to-sequence model. Handover 

speed can be increased by utilize our sequence-to-sequence model in actual mobile network environment. 

 

1. Introduction 

Mobile network traffic is continuously increasing with the 

increase of smart phone user number worldwide. 5G wireless 

technology has been developed to provide higher speed, 

lower latency and greater capacity services compare to 4G 

LTE networks. The 5G network is being commercialized in 

mobile devices and the demand for ultra-low latency of 5G is 

increasing especially in high-performance services such as 

autonomous driving and 8K video streaming service[1]. 

Proactive mobility management is essential for 5G mobile 

networks as 5G mobile networks provide new services with 

ultra-low latency through dense deployment of small cells.  

One of the crucial aspects in mobility management is 

handover management. Handover management covers 

aspects of users’ access point or base station switching. 

Mobile trajectory handover prediction is one of the most 

widely used approaches in handover management for cellular 

networks since it allows proactive radio resource allocation. 

Accurate handover prediction can significantly reduce 

handover latency, signaling overhead, and call drop rate[2]. 

Deep Neural Networks (DNNs) are powerful models that 

have achieved excellent performance on difficult learning 

tasks in various fields. However, DNNs work well whenever 

large labeled training sets are available, they cannot be used 

to map sequences to sequences. A general end-to-end 

approach to sequence learning, sequence-to-sequence model 

was introduced by Google in 2014[3]. This model has the 

power to map sequences of different lengths to each other 

even if the inputs and outputs are not correlated and their 

lengths can differ. 

In this paper, we propose a sequence-to-sequence model 

designed for mobile trajectory prediction. We are able to 

achieve 87.6% accuracy for 7 steps mobile trajectory 

prediction. The structure of this paper is organized as 

follows: In the section 2, we present the related work. Next, 

we present the training data and our proposed model in 

section 3 and section 4. Then, we present the evaluation of 

our model in section 5. Finally, we summarize our work and 

outline the future research direction. 

 

2. Related Work 

A. Long Short-Term Memory 

Recurrent Neural Networks is the neural network structure 

for supervised learning that captures the features of 

continuous data for prediction. Additional hidden layers 

between the input and output layers learn properties of 

sequential data recurrently to predict the next step of 

sequence. However, it has a long-term dependency problem 

where the past information exponentially decays as the 

sequence length becomes long. Long Short-Term Memory 

(LSTM) solves this problem by introducing cell state which 
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saves more information of past sequences [4]. LSTM is made 

up of a memory cell, an input gate, an output gate and a 

forget gate. The memory cell is responsible for remembering 

the previous state while the gates are responsible for 

controlling the amount of memory to be exposed. LSTM 

based prediction models have shown good performance for 

long sequential data and that is why it has been widely used 

in different applications such as speech recognition.  

B. GRU model 

Complex structure of LSTM cell makes it computationally 

expensive. GRU simplifies the LSTM cell by combining cell 

state and hidden state, and uses two gates (reset, update) 

instead of three [5]. Similar to LSTM, GRU uses additional 

gates to control the memory of past sequences. However, 

GRU has fewer parameters to calculate comparing to LSTM 

and this makes GRU simpler and computationally less 

expensive. Moreover, GRU shows even better performance 

than LSTM for less complex datasets. This enables GRU to 

be used for applications with less complex data like music 

composition analysis. 

 

3. Data 

The data used in this paper was collected in a wireless 

network environment with a total of 12 Access Points (APs) 

at Sungkyunkwan University Pangyo Campus. The network 

controller saves a handover log based on the user mobility in 

the campus. The acquired log files consist of mobile device 

MAC (Media Access Control) addresses and the IDs of the 

handover source and destination APs. Sequences of mobile 

devices movement are created using the handover log. For 

example, if handover occurs for a device with MAC address 

of 0111.0222.0333 from AP number 1 to 5, 5 to 6, 6 to 3, 3 to 

8, mobile trajectory sequence of {1, 5, 6, 3, 8} is created. To 

ensure each of the 12 APs are treated equally without any 

bias, we further preprocess our mobile trajectory sequence 

with one-hot encoding. The index in the vector equivalent to 

the ID of the AP has the value one, and all other values are 

zero. For example, AP number 5 will be represented as {0, 0, 

0, 0, 1, 0, 0, 0, 0, 0, 0, 0} where fifth value is one and 

remaining 11 values are zero. In this paper, we work on 7 

steps mobile trajectory prediction with 22 previous APs 

inputs. Total of 2575 mobile trajectory sequences from 289 

users are divided into 80% for training data and 20% for 

testing data.   

 

4. Mobile Trajectory Prediction Model 

In this section, we present our sequence-to-sequence based 

mobile trajectory prediction model. Our model predicts 

mobile trajectory sequence of length q (7 APs) from 

historical trajectory sequence of length p (22 APs) through 

encoder network and decoder network as shown in Figure 1. 

The Encoder network processes the input sequence through a 

fully connected neural network and single sublayers of 

LSTM cells to create Encoder state that contains compressed 

representation of all the elements. The Encoder state is 

passed to the Decoder network that simultaneously predicts q 

elements of target sequence by using two FC neural networks 

and single sublayers of LSTM cells. 

The target sequence prediction of length q from the 

Decoder network improves with the teacher forcing method 

in training. Teacher forcing is a strategy for training 

sequence-to-sequence model that uses ground truth as input, 

instead of model output from a prior time step as an input. 

Without teacher forcing, trajectory prediction may run off 

target easily while trajectory prediction is corrected at each 

step with teacher forcing. 

In our model, single sublayers of LSTM cells are replaced 

with single sublayers of GRU cells in Encoder and Decoder 

networks. Performance comparison for usage of LSTM and 

GRU cells will be present in Section 5. 

 

 
Figure 1. Mobile Trajectory Prediction Model  

 

5. Evaluation 

Each result presented in this paper is an average of ten 

experiments which are conducted on a system with Intel 

Core i7-11700KF CPU, NVIDIA GeForce RTX 3070 Ti 

graphic cards, and 32GB RAM. We evaluated our model 

using LSTM or GRU cells in term of prediction accuracy 

where prediction is considered correct only if all 7 individual 

predicted steps are correct. A wrong prediction at any 

individual step of the predicted sequence is unacceptable for 

proactive mobility management as it is handled on per hop 

basis. 

Prediction accuracy results of seven steps mobile trajectory 

predictions for sequence-to-sequence model using LSTM 

cells and GRU cells are showed in Figure 2 as a function of 

training epochs. Prediction with model using LSTM cells 

shows highest accuracy of 87.96% while model using GRU 

cells shows highest accuracy of 86.99%.  

 

 
Figure 2. Accuracy for Prediction Model 
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Sequence-to-sequence model using LSTM cells 

outperform sequence-to-sequence model using GRU cells by 

around one percent. The results in Figure 2 show a direct 

correlation between accuracy increment and increasing epoch 

number. It is worth noting that model using LSTM cells take 

around 140 epochs to achieve 87% accuracy while model 

using GRU cells take only 60 epochs to achieve 86% 

accuracy. This makes sense as GRU has simpler structure 

and less parameters compare to LSTM. Furthermore, model 

using LSTM cells takes around 135 milliseconds to complete 

one epoch while model using GRU cells takes only 105 

milliseconds which is 23% less than model using LSTM cells. 

The results in Figure 2 establishes that model using LSTM 

cells yields slight better overall prediction accuracy, whereas 

model using LSTM cells trains faster and can achieve high 

accuracy. In case of real live wireless networks for mobility 

or resource management purposes, sequence-to-sequence 

model using GRU cells is preferable as it achieve high 

accuracy in significant less time. 

 

6. Conclusion 

In this paper, we present a sequence-to-sequence based 

mobile trajectory prediction model in wireless network. We 

also compared the performance of the model using LSTM 

cells and GRU cells. We are able to achieve accuracy of 87% 

for 7 steps mobile trajectory prediction. Mobile trajectory 

prediction enables mobile operators to not only proactively 

manage the user mobility but also assign, reassign, or scale 

the network, and compute resources in MECs proactively to 

enhance user experience. For future research, we will 

investigate other advanced predictive models to achieve 

higher prediction accuracy for our work. 
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