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Vision transformers for endoscopic pathological findings classification
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ABSTRACT

The endoscopic pathological findings of gastrointestinal tract (GIT) are important in the early diagnosis of colorectal
cancer. Deep learning based on convolutional nueral network (CNN) has been implemented to solve the subjective
analysis problem and to increase the performance of early detection of pathological findings. However, the desired
performance is vet to be achieved and CNNs are computationally complex. To solve these problems, in this paper, we
propose a vision transformer based endoscopic pathological findings classification for the early detection of colorectal
cancer. Publicly available endoscopic images with three pathological findings, including esophagitis, polyps, and
ulcerative colitis, each with 1000 images were used. Using our approach, we have achieved a test accuracy of 98% in
classifying the three pathological findings.
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| . Introduction where doctors see abnormal growth in the colon or

rectum [1], [2]. These abnormal growths are

In 2020, ot of the 193 million new cancer challenginge to detect at ecarly stage and
cases occurred worldwide, colorectal cancer (CRC)  cemvolutional neural network (CNN) based deep
accounts for 10% being the third most commonly leaming has been employed to improve diagnosis
diagnosed cancer next to breast cancer {(11.7%) and  [3]. CNNs have the ability to learn visual
lung cancer (11.4%) [1]. The early diagnosis of representations for easy transfer and  strong
CRC is crucial that CRC detected at carly stage  performance due to its strong inductive bias of
results in five-year relative survival rate above 90%  gspatial equivariance and translational invariance
[1]. However, only 40% of CRC are detected at  provided by its convolutional layers. However,
early stage and if cancer spreads beyond the colon  visjon  transformers (ViT)  showed  superior
or rectum, this survival rate lowers [2]. Endoscopy  performance over CNNs  for  natural  image
is the standard modality for the diagnosis of CRC  classification [4]. In contrast to CNNs that perform
many convolutions at different layers to focus on a
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given area of an image, ViTs focuses on all area
of the image at once beginning from its early
layers. Despite the few applications of CNNs to
endoscopic colorectal images, ViTs has not been yet
explored for its use in detection of CRC [5]. In
this study, we propose a novel transfer learning
algorithm for endoscopic colorectal cancer images
classification based on vision transformers.

Il. Materials and method

2.1. Transfer learning

The proposed vision transformer
learning method for colorectal image classification
used a vision transformer model pre-trained on
ImageNet and transfer-learned for the colorectal
image classification task. We used the Dosovitsky
et al., [6] vision transformer base model with 16x16
patch size (vitb 16) pre-trained model and added
three dense layers removing the output layer of the
original model.

based transfer

Model: "vision_transformer"

Layer (type) output Shape

vit-bl6 (Fun al) (Non
flatten 2 (Flatten) (None,
batch normalization 2 (Batch (None, 7
dense_8 (Dense) (None, 11)
(None, 11)
dense_10 (Dense) (None, 11)
dense_11 (Dense (None, 3)
Total params: 85,810,48

Trainable params: 85,808,951

Non-trainable params: 1,536

Figure 1: The proposed ViTs model.

2.2. Dataset
The dataset for this study was collected from the
publicly  available Kvasir  dataset called a

multi-class-dataset for computer aided gastrointestinal
disease detection [7]. The dataset has eight classes
of the general gastrointestinal disease (GIT)
categorized into three, namely anatomical landmarks
(consists of Z-line, pylorus, and cecum classes),
pathological findings (consists of esophagitis, polyps,
and ulcerative colitis), and polyp removals (dyed
and lifted polyps and dyed resection margins). Since
our purpose in this study is colorectal cancer
detection that is identified using pathological

findings, we wused the three classes from the
pathological findings, i.e., esophagitis, polyps, and
ulcerative colitis with 1000 images in each class.

2.3. Implementation details

In transfer learning from ImageNet pre-trained
vitb 16 model to CRC images, only the last layer
is removed and replaced with three dense layers
and softmax layer. The proposed model
implemented with the Keras on TensorFlow
framework using Python. Two pieces of RTX 3090
GPUs were employed to accelerate the training.
Early-stopping with a patience of 7 has been
applied for training and L2 regularization has been
used. The gradient optimizer used was Adagrad
with learning rate of 0.01. The training batch size
was 16. The CRC image dataset was categorized
into 2100 training, 600 validation, and 300 test sets
with a ratio of 7:2:1, consecutively. Augmentation
was used to increase the number of training images.

was

lll. Results and Future Work
Preliminary with  the
proposed model is presented in Figures 2 and 3.
The proposed method achieved test accuracy of
98%, Fl-score of 0.98 recall of 0.98, and precision
of 0.98, see the confusion matrix in Figure 2. The
ViTs model converges fast achieving high training
and validation accuracy at early epochs as shown in
the learning curve in Figure 3.

results of experiments
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Figure 2. Confusion matrix of the proposed
model.
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Figure 3. The leamning curve of the proposed
method.

Comparison with the state-of-the-art CHIN methods
will be the next experiment we will petform.
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