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U-net with vision transformer encoder for polyp segmentation in
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ABSTRACT

For the early identification and treatment of colorectal cancer, accurate polyp segmentation is crucial. However,
polyp segmentation is a challenging task, and the majority of current approaches struggle with two issues. First, the
position, size, and shape of each individual polyp varies greatly (intra-class inconsistency). Second, there is a significant
degree of similarity between polyps and their surroundings under certain circumstances, such as motion blur and light
reflection (inter-class indistinction). U-net, which is composed of convolutional neural networks as encoder and decoder,
is considered as a standard for tackling this task. We propose an updated U-net architecture replacing the encoder part
with vision transformer network for polyp segmentation. The proposed architecture performed better than the standard
U-net architecture for the task of polyp segmentation.
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| . Introduction are found in the early stages, and the survival

probability drops if the disease spreads outside the

Colorectal cancer (CRC) accounts for 10% of the  colon or rectum [2]. For the early identification and
19.3 million new cancer cases expected to be  treatment of colorectal cancer, accurate polyp
diagnosed worldwide in 2020, behind lung cancer  segmentation is crucial. However, polyp
(11.4%) and breast cancer (11.7%) [1]. Since CRC  gegmentation is a challenging task, and the majority
identified at an early stage has a five-year relative  of current approaches struggle with two issues [3].
survival rate above 90%, early detection of the  First, the position, size, and shape of each
disease is essential [1]. However, only 40% of CRC  individual polyp  varies  greatly  (intra-class
inconsistency). Second, there is a significant degree
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of similarity between polyps and their surroundings
under certain circumstances, such as motion blur
light (inter-class  indistinction).
Therefore, network (CNN)
based deep learning algorithms have been proposed
to improve diagnosis [4]. Due to the strong
inductive  bias of spatial equivariance and
translational invariance given by its convolutional
layers, CNNs are able to learn visual representations
for simple transfer and good performance. However,
for natural images classification and segmentation,
vision transformers (ViT) outperformed CNNs. [5].
ViTs concentrates on every part of the image at
once starting from the early layers, in contrast to
CNNs that conduct several convolutions at various

and reflection

convolutional neural

layers to focus on a specific portion of an image.
Despite CNNs' wide use in endoscopic colorectal
image segmentation, ViTs has not yet been
investigated for its potential in CRC early diagnosis.
[6]. In this study, we propose a U-net based
segmentation algorithm  with transformer
network as its encoder for endoscopic colorectal
cancer diagnosis via polyp segmentation.

vision

II. Materials and method

2.1. The proposed method

The proposed method is based on U-net
architecture that utilizes transformer layers as its
encoder and CNN layers as its decoder. We used
vision transformer layers proposed by Dosovitsky et
al., [7] as our encoder network. Figure shows the
proposed architecture.
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Figure 1. The proposed model architecture

2.2. Dataset

The dataset for this study was collected from the
publicly available Kvasir-SEG  dataset  called
segmented polyp dataset for computer aided
gastrointestinal disease detection. a

multi-class-dataset for computer aided gastrointestinal
disease detection [8]. The dataset contains 1000
polyp images with their corresponding annotation.

98

2.3. Implementation details

The proposed model was implemented with the
Keras on TensorFlow framework using Python. Two
pieces of RTX 3090 GPUs were employed to
accelerate the training. Early-stopping with a
patience of 5 has been applied for training and L2
regularization has been used. The gradient optimizer
used was Adam with learning rate of 0.0001. The
training batch 16. The dataset
categorized into 800 training and 200 test images.
The images were resized to 224x224 pixels.

size was was

Ill. Results and Future Work

Preliminary results show that the proposed
method outperform the original U-net architecture in
segmenting polyps. The proposed method provided
mean intersection over union (mloU) of 0.76, where
as the original U-net architecture provided mloU of
0.71. Figure 2 shows sample segmentation outputs
of the proposed method.

Figure 2. Segmentation outputs of the proposed
method

The results from our experiments are intriguing and
with more parameters optimization, better results
could be achieved. Therefore, parameters optimization
and comparison with the state-of-the-art segmentation

methods will be the next experiment we will
perform.
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