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Abstract

In recent years, retinal disorders have become a serious health concern. Retinal disorders

develop slowly and without obvious signs. To avoid vision deterioration, early detection and

treatment are critical. Optical coherence tomography (OCT) is a non-invasive and non-contact

medical imaging technique used to acquire informative and high-resolution image of retinal area

and underlying layers. Disease signs are difficult to detect because OCT images have many areas

which are not related to any disease. In this paper, we present a deep learning-based method to

perform multi-label classification on a long-tailed OCT dataset. Our method first extracts the

region of interest and then performs the classification task. We achieve 98% accuracy, 92%

sensitivity, and 99% specificity on our private OCT dataset. Using the heatmap generated from

trained convolutional neural network, our method is more robust and explainable than previous

approaches because it focuses on areas that contain disease signs.

  

1. Introduction

Retinal disorders have become a global

problem with at least 2.2 billion people have a

near or distance vision impairment. To prevent

the vision loss, it is important to detect and

monitor the development of retinal diseases. Since

the development of optical coherence tomography

(OCT) in 1991, it has become the most commonly

used imaging modality in ophthalmology with 4.39

million, 4.93 million, and 5.35 million OCTs

performed in 2012, 2013, and 2014 respectively in

the US Medicare population. A high-resolution

OCT image contains information about retinal

area and underlying layers. Therefore, it is widely

used in clinic center to diagnosis eyes disorders.

Deep learning (DL) has dominated the field of

computer vision since the introduction of AlexNet

[1] in 2012. With a strong ability to extract

high-level features automatically, DL-based

methods show the stability under high variation

of the medical data. The applications of DL in

OCT image classification have been explored in

[2-4]. These studies only focus on binary or

multi-class classification task, which means that

the DL models produce one class for an OCT

image. However, an OCT image may contain

signs of multiple retinal diseases, in which

previous approaches cannot be applied. Therefore,

multi-label classification on OCT dataset remains

a practical and challenging task.

In medical field, acquiring high classification
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Figure 1. Details of the proposed method. Each color of O symbol in output represents one class.

performance (i.e., accuracy, specificity, and

sensitivity) may be insufficient. A reliable

DL-based computer-aided diagnosis system in

clinic centers must reach to a certain level of

robustness with explainable decisions. Particularly,

in OCT image classification, such a DL-based

system produces its output based on related

areas, which contain disease signs, instead of

irrelevant regions. However, a high-resolution

OCT image contains information about retinal

area and underlying layers, which may confuse

DL model. Subsequently, an explainable DL-based

classification solution for OCT image remains a

challenging problem.

In this paper, we present a deep

learning-based method for multi-label image

classification on a long-tailed OCT dataset. The

main contributions are described as follows:

1. We propose a simple and effective method that

removes irrelevant areas and extract regions of

interest in OCT image for training DL model.

2. The proposed method not only achieves high

classification performance in terms of accuracy,

specificity, and sensitivity but also produces

explainable predictions.

2. Method

2.1. Region of interest extraction module

The structure of a standard OCT image

consists of two parts: the upper part is the retinal

area and the bottom one contains the underlying

layers. Diseases signs of retinal disorders only

appear in the upper part. We observe that

training a convolutional neural network (CNN)

with the original OCT image may lead to the

mismatch between CNN’s output and heatmap. To

address this problem, a segmentation model is

utilized to separated the upper and the bottom

parts. As described in Figure 1, prediction mask

generated from U-Net [5] is used to extract the

region of interest (RoI) by combining with the

original OCT image. Particularly, the detected

boundary between two parts of an OCT image is

used to remove the irrelevant area.

2.2. Classification module

As mentioned previously, the applications of

DL in OCT image classification limit in binary or

multi-class tasks. However, an OCT image

contains disease signs from multiple retinal

disorders. For example, an OCT image in our

dataset can be classified into seven classes, in

which each image can be labeled with more than

one class. Particularly, these seven classes are

age-related macular degeneration (AMD),

epiretinal membrane (ERM), macular edema (ME),

macular hole (MH), myopic foveoschisis (MF),

retinal detachment (RD), and Normal (NM).

As illustrated in Figure 1, we use a variant of

ResNet [6] architecture (i.e., ResNet-101) as CNN

backbone to perform the multi-label classification

task. Different from a plain network, mainly based

on the philosophy of VGG nets [7], ResNet

inserts a shortcut connection, which leads to

better performance compared with previous

networks. We use the multi-label loss as

objective function to train ResNet-101.

ACK 2022 학술발표대회 논문집 (29권 2호)

- 542 -



Class # of images

AMD 3940

ERM 3581

ME 2756

MH 19

MF 103

RD 34

NM 8000

Table 1. Details of the OCT dataset

Class
Before RoI extraction After RoI extraction

Acc Sen Spe Acc Sen Spe

AMD 0.98 0.97 0.98 0.98 0.96 0.99

ERM 0.93 0.84 0.97 0.94 0.90 0.96

ME 0.96 0.90 0.98 0.96 0.94 0.97

MH 1.00 0.89 1.00 1.00 0.89 1.00

MF 1.00 0.87 1.00 1.00 0.97 1.00

RD 1.00 0.91 1.00 1.00 0.78 1.00

NM 1.00 1.00 1.00 1.00 1.00 1.00

Mean 0.97 0.91 0.99 0.98 0.92 0.99

Table 2. Experimental results on OCT dataset.

3. Experiments

3.1 Dataset and implementation details

In this work, we use a private dataset collected

from a hospital. Personal information of the

patient is removed before any studies are

conducted. This dataset includes 18,433 OCT

images in seven classes as described in Table 1.

We implement the proposed method based on the

PyTorch framework with the pre-trained model

on the ImageNet dataset.

3.2. Performance evaluation

We summarize the experimental results in

Table 2. ResNet-101 is trained with original OCT

images (Before RoI extraction) and processed

OCT ones (After RoI extraction). The proposed

method improves Sensitivity from 0.91 to 0.92 and

Accuracy from 0.97 to 0.98 while maintaining

Specificity at 0.99.

To study the robustness of the proposed

method, we generate heatmap or class activation

map of trained ResNet-101. As shown in Figure

3, heatmap of ResNet-101 trained with original

OCT images shows that the output is

inconsistent. In other words, the focused area of

the heatmap is matched with input. In terms of

ResNet-101 trained with processed input,

generated heatmaps focus on areas where

diseases signs appear in both cases.

Figure 2. Heatmaps of ResNet-101 for two cases of

input: original and processed.
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