
1. Introduction

Due to their effectiveness, Graph Neural

Networks(GNNs) have been adopted to model a

wide range of structured data, such as social

networks and road graphs. Among those

applications, molecule modelling is probably one of

the most important, as it is the foundation of the

biomedical area. However, since biomedical

labelling is usually time-consuming and

expensive, task-specific labels are highly

inadequate in this domain, posing a significant

challenge to this field. They were recently

inspired by the remarkable success of the

self-supervised pre-train-finetune paradigm to

molecule modelling with GNN, hoping to boost

the performance of various molecular tasks by

pre-training the model on the enormous unlabeled

data.

2. Related Research

We have surveyed how to apply self-supervised

learning on graph neural networks. We found

three possible methods. The first one is

auto-encoder approaches like based on

reconstructing the input. With this method, we

can reconstruct the graphs adjacency matrix or

parts of the node feature matrix. The second

method is to do multiple pre-calculated tasks

based on the graph representation (ex., node

degrees, substructures, path length). The task of

the model is to predict those descriptors as

precisely as possible. Moreover, the third one is

contrastive approaches. This self-supervised

framework pushes the representations of similar

data points together and pulls different data

points apart from each other.

3. Research method

This paper will explain how to apply the

self-supervised learning GNN (variational graph

autoencoder) method to generate new molecules.

This method was proposed in a paper called

variational graph auto-encoders. Generally, the

architecture consists of an encoder and decoder,

which are both neural networks. In the middle of
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the encoder, There is a bottleneck in the form of

a latent vector. This bottleneck forces the model

to compress the input representation into the

vector to recover the input from the compressed

representation, So the model learns how to

compress information into something from which

it can recover.

The latent representation is a single deterministic

vector like a point estimate. Variational

autoencoders add some variation to the vector.

That is, each of the z vectors should follow a

distribution instead of being a single number.

This allows us to sample from the distribution to

generate new data, so the latent representation is

now space and not a single point anymore.

Oppositely in plane autoencoders, the latent vector

is not organized, which means we have no control

over how the model compresses the information.

This is a problem because if we want to decode

random data points, we cannot ensure that the

points make sense or will be decoded into

something helpful; therefore, in the classical

variational autoencoder, each of the values follows

a normal distribution with a specific mean µ and

a variance σ.

(Figure 1) Variational autoencoders architecture.

Then we proceed to get the µ and σ. All it needs

to do is output the µ and σ by the encoder. With

this, we can build normal distributions and then

sample from them. It gives us a single vector

just like before, but now it comes from each

distribution. If the latent representation would

only consist of two values, the latent space would

have a dimension of two. First, we need to

reconstruct the adjacency matrix to apply this

concept to the graph. This even means we must

reconstruct the bond types in the latent

representation for molecules. We can use the node

embeddings and the atom types to recover the

adjacency information.

(그림 2) Reconstruct the adjacency matrix

In the decoder, the goal is that the model should

be able to sample the atom types automatically.

So the second type is that we need to reconstruct

the atom types of each node in the molecule.

(그림 3) Reconstruct the atom types

Next, we need to specify how many atoms it has

in the output molecule. So the last one is to

reconstruct the number of atoms.

(그림 4) Reconstruct the number of atoms 

4. Conclusion

Graph Neural network is a powerful deep

learning method for processing graph data. By

doing self-supervised learning on GNN with a

graph variational auto-encoder, it can potentially

generate molecules based on the data set. There

are three main steps to generate the result. First,

reconstruct the adjacency matrix. The second is

to reconstruct atom types, and the third is to

reconstruct the number of atoms. However, we

have explained the process but are still unable to
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experiment because of the lack of resources. We

hope that in the future, we can get the data and

visualize this idea by doing an experimental

project.
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