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Abstract

Deep learning methods and attention mechanisms have been incorporated to improve facial

emotion recognition, which has recently attracted much attention. The fusion approaches have

improved accuracy by combining various types of information. This research proposes a fusion

network with self-attention and local attention mechanisms. It uses a multi-layer perceptron

network. The network extracts distinguishing characteristics from facial images using pre-trained

models on RAF-DB dataset. We outperform the other fusion methods on RAD-DB dataset with

impressive results.

1. Introduction

Facial expression recognition (FER) is essential

to nonverbal communication, allowing people to

express emotions and intentions through facial

cues. FER has numerous applications in

human-computer interaction, including

emotion-based user interfaces, marking research,

and psychological studies. However, FER is a

challenging problem due to the complexity of

facial expressions and the variability in how

people express emotions.

Attention mechanisms [1] have been frequently

employed for problems including emotion

classification in recent years and have produced

better results. They focuses specific points on the

face and comprehend the traits of each emotion to

recognize the facial emotions. Besides, fusion

approaches [2] are utilized as much as possible in

the research, increasing the model's effectiveness.

This study proposed an attention fusion to

produce significant features from two pre-trained

models. We conducted the experiments on

RAF-DB [3] dataset, compared to other fusion

techniques and got excellent results.

2. Proposed Method

Our proposed method addresses the problem of

emotion recognition from fusing two models for

maximizing each model's benefits and reduce its

drawbacks to enhance the performance.

Our approach involves creating an

attention-based network that includes mechanisms

for self-attention and local attention shown in

Fig. 1. We employ a fusion method to combine

the final features of two emotion recognition

models that have already been trained. This

combination aims to minimize each model's

weaknesses while maximizing its strengths. We

first concatenate the two features and pass them

through a Multi-layer Perceptron (MLP) to

generate a new feature the same size as the input

sizes. We average the features before passing

them through the self-attention and local attention
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Model ResNet18 ResNet34 VGG11 VGG13
Accuracy 85.3% 85.5% 85.23% 85.2%

(그림 1) Local and Global Attention Fusion Network

blocks and then back and forth through a wholly

connected network to classify emotions.

Self-attention (SA) [2]: It aims to exploit the

contextual relationship between query Q, key K,

and value V. In here, key and query (Q, K)

elements are identified from the features of two

pre-trained models. Before passing through a

soft-max function, these features are multiplied

by a dot product, then divided by the batch.

Features from the MLP merged with two input

features through averaging play the role of value

(V). The overall equation is defined below:

 
  ⊗

where K, Q, V are key, query, and value,

respectively. ⊗ is the element-wise multiplication.

Local Attention: It helps the model learn and

comprehend information more effectively from a

local spatial context and removes noises with two

fully connected layers and a Conv1D layer.

Besides, the residual connection is used to prevent

the loss of unintended input features.

3. Experiments and Results

Experimental Setup: Our study used the

basic set of RAF-DB dataset [3] to conduct

experiments. The RAF-DB dataset contains 29672

real-world images that have been divided into

two categories: basic emotions and compound

emotions. Furthermore, the author has not yet

published around 10,000 images that do not belong

to the above two emotions. We only focus on

basic emotion includes 15339 images, as well as a

training and testing set. We trained conventional

models such as VGG11 [4]. VGG13 [4], Resnet18

[5]. Resnet34 [5] to extract features to perform

fusion approaches. The setting of the training

configuration was 50 epochs, batch size 48, and

learning rate 0.0001. The augmentation

transformations such as flip, rotation in the range

[-30,30], and remove saturation were used to

avoid overfitting.

Results and Discussion: Firstly, we trained

VGG11, VGG13, ResNet18, and ResNet34 models

using Image-Net weight. The performance results

were shown in Table 1.

<표 1> Performance of pretrained models

After that, we applied fusion techniques [2]

late fusion, early fusion, and joint-late fusion from

extraction features of two pre-trained models.

ResNet18 and ResNet34 models obtained the

highest results for late fusion and early fusion,

respectively, 86.35% and 86.66%, shown in Table

2. VGG13 and ResNet34 had the best results for

joint fusion 86.63%.
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Fusion Model 1 Model 2 Accuracy

Late Fusion

ResNet18 ResNet34 86.35%
VGG11 VGG13 86.08%
VGG13 ResNet34 85.98%
VGG11 ResNet34 86.08%

Early Fusion
Resnet18 ResNet34 86.66%
VGG13 ResNet34 85.49%
VGG11 ResNet34 86.08%

Joint Fusion
Resnet18 ResNet34 86.05%
VGG13 ResNet34 86.63%
VGG11 ResNet34 86.40%

Our method ResNet18 ResNet34 90.95%

VGG13 ResNet34 90.92%

<표 2> Comparision to fusion approaches

Results from our proposed approach are about

4% better than those from fusion approaches. In

addition, the model is about 0.4 lower than the

initial 90.48% when local attention is not used.

4. Conclusion

This research aims to achieve high efficiency

in FER using a fusion network that combines

attention mechanisms. The model uses a

multi-layer perceptron combined with

self-attention to filter out essential traits from the

two models. The local attention mechanism helps

verify features before passing them on to the

classifier to classify the seven feelings. The

proposed approach's higher accuracy compared to

fusion approaches has been proven on the

RAF-DB dataset. Using local attention enhances

the feature selection process, and the model's

accuracy is increased. Future research may focus

on how effectively the suggested approach works

with other datasets and related tasks.
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