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Abstract 

Facial Action Units Detection (FAUs) problem focuses on identifying various detail units expressing on the 

human face, as defined by the Facial Action Coding System, which constitutes a fine-grained classification problem. 

This is a challenging task in computer vision. In this study, we propose a Prompt Tuning approach to address this 

problem, involving a 2-step training process. Our method demonstrates its effectiveness on the Affective in the Wild 

dataset, surpassing other existing methods in terms of both accuracy and efficiency. 

 

1. Introduction 

The growing concern over mental health issues in society 

and the advancements in human-machine interaction systems 

have created a need for a better understanding of human 

emotions. Although significant progress has been made by 

researchers in tasks such as facial expression recognition, 

sentiment analysis, and speech emotion recognition, some 

challenges remain. This research focuses on facial action unit 

detection, a fine-grained multi-label classification task which 

recognizes different action units on the human face.  

Recently, the pursuit of Large Language Models is on trend 

with different techniques to tune the model for different 

applications. Currently, due to the lack of the model’s source 

code accessible and huge resource requirement, one of the 

most effective techniques is Prompting. Since first applied in 

GPT-3 [21], it has become the most popular tuning technique. 

Recent work proved that prompting is not only efficient for 

Natural Language Processing tasks but also can be utilized for 

Vision problems [1], which outperform traditional end-to-end 

Fine-tuning method. 

In this work, we propose a novel approach for detecting 

Action Units, which involves the utilization of a Prompt 

tuning method. Our method draws inspiration from the Deep 

Visual Prompt Tuning technique introduced in [1] and aims to 

address the prevalent issue of imbalanced datasets. 

Specifically, our main contribution lies in the application of 

this approach to action unit detection, which has not been 

explored in previous research. 

 

2. Related Works 

Action Units Detection in the Wild: Action Units 

Detection has long been researched in the field of computer 

vision. This problem stems from the fact that different facial 

action unit combinations can represent different expressions. 

Each of these units describes the apparent changes caused by 

facial muscle movements. Facial Action Coding System 

(FACS) [20] is introduced to formally define these units. 

Based on this system, many benchmarks have been proposed 

to evaluate models’ performance. However, these benchmarks 

are mostly conducted in the controlled laboratory environment, 

which limit performance validation in real-world situations. In 

2017, Kollias et al. [9] introduce a new dataset which contains 

videos capturing human emotion in the wild. Since then, Aff-

wild has become a standard benchmark for many Facial 

Action Units Detection methods. In this study, we specifically 

focus on this dataset to prove the effectiveness of our methods 

for practical usage. 

Prompt Tuning for Vision model: In the computer vision 

domain, the emergence of the Transformer model in 2020 has 

resulted in the widespread adoption of the Vision Transformer 

(ViT) [8] as a fundamental or pivotal element in various 

methodologies. Nonetheless, the efficacy of these approaches 

has yet to achieve satisfactory levels. Despite the potential of 

the parameter-tuning technique in enhancing the performance 

of many ViT-based approaches, its effectiveness in facial 

action unit detection remains inadequate compared to training-

from-scratch setting. Thus, we proposed using Prompt Tuning 

– a Transformer oriented tuning technique for the Action Units 

Detection problem. 

 

3. Method. 

Baseline model: Since Action Units Detection problem trying 

to detect the Human Facial Units in video. We employ Video 

Vision Transformer [8] as baseline. We use ViVit variation that 

comprises two main modules: spatial module and temporal 

module. However, as the pretrained ViT models are mainly 

trained on a general multi-class classification dataset. Hence, 
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it is not feasible to directly use the whole pretrained model for 

the multi-label classification problem. 

 
(Fig. 1) The training process of our proposed method. 

 

In this case, we custom the ViT into multi-label classification 

model by altering the classification head of the model. Besides, 

we replaced some early layers of ViT backbone with a CNN 

based model. We adopt this configuration from previous 

methods because of its proven effectiveness. Our architecture 

is present in Fig. 1.  

To be more specific, after getting the extracted feature F 

from the CNN backbone, with N transformer encoder layers, 

the feature is divided into m fixed-sized patches. These feature 

patch acts as the d dimensional embeddings. Then, we add 

them with the positional encoding vectors.  

 
We denote the collection of feature patch embeddings. This 

E collection is defined as: 

 
This collection will be the inputs to the (i+1)-th 

Transformer layer – L(i+1). Alongside the classification token 

([CLS]) the ViT is formulated as: 

 

 
Where c is the [CLS] embedding, [., .] indicates stacking 

and concatenation on the sequence length dimension. Each 

layer L includes Multiheaded Self-Attention (MSA) and Feed-

Forward Networks (FFN) together with LayerNorm and 

residual connections. Then, after the encoder layer, the 

embedding is fed to neural classification head to map it into a 

predicted class probability distribution. 

Prompt Tuning for Action Units Model: Inspiring from 

Visual Prompt Tuning [2], we employ the prompt tuning into 

our baseline model. The set of prompt embeddings is denoted 

as p with same d dimension of original layers input 

embeddings. As the Deep Visual Prompt tuning shows its 

robustness in the original paper [2], we utilize this technique 

for our approach, i.e., we inserted prompt into the input of 

every Transformer block layer. For each layer, the collection 

of input learnable prompts is denoted as P. From there, the 

layer in the model become: 

 
Training strategy: During the experiment phase, we 

noticed that since the two problems are trained for different 

problems, and the face image is much more detailed than the 

general training data. It requires so much time and resource to 

fully fine-tune the ViT model. Hence, we apply a 2-stage 

training phase for our model: End-to-end training phase and 

Prompt-tuning phase. 

 End-to-end training phase: To reduce the training time 

while still achieving decent performance, we remove 

some layers of ViT model and train from scratch on the 

remaining layers while still freeze the CNN backbone. 

 Prompt-tuning phase: The trained model is prompt-

tuned on the smaller set of the training data. We freeze 

every layer in the stage 1 model and attach the prompt 

embeddings into the input of every Transformer layer. 

These embedding parameters are learnable. 

 

4. Experiments 

Dataset: The Affective Analysis in the Wild (Aff-Wild) 

dataset is first introduced in 2017 [19]. Until now, this dataset 

is still constantly updated by the authors [9-19]. Aff-Wild 

contains around 541 videos having 2.7 million frames with 

438 subjects. There are 12 types of AU for detecting, namely 

AU1, AU2, AU4, AU6, AU7, AU10, AU12, AU15, AU23, 

AU24, AU25, AU26. These identifier numbers are stipulated 

by Facial Action Coding System (FACS)[20]. 

Experiment setup: The whole experiment process is fully 

conducted with PyTorch framework. The CNN backbone 

module of the model is Regnet model. The network is 

optimized with the sigmoid focal loss function and SGD 

optimizer. There are 256 consecutive frames taken for each 

sample and the size of these frames is 112x112. For the CNN 

extractor, we set the number of dimensions for each feature is 

440 and each time, the module will return 4 feature embedding. 

The number of encoder layers for Transformer is 8.  

Metrics: One of the most frequently used metrics for 

Action Units Detection is Macro F1-score. This actually is the 

average of the F1 Score of all 12 AUs: 

 

<Table 1> Comparison between our approach and SOTA. 

Method Feature Validation Score 

Kollias et al. [9] VGG-16 0.390 

Hoai Le et al. [3] Custom CNN 0.480 

Wang et al. [4] ResNet-18 0.501 

Savchenko et al. [5] EfficientNet 0.508 

Baseline model RegNet 0.497 

Prompt-tuned RegNet 0.511 

 

Results: We compare our methods with other State-of-the-

art in Tab. 1. From the table, we can observe that the highest 

validation score is achieved by the Prompt-tuned method, with 

a score of 0.511 – higher than the baseline 0.14. Moreover, we 

can see that Savchenko et al. [5] achieved the second-best 

validation score of 0.508 using the EfficientNet feature, which 

is slightly better than the ResNet-18 feature used by Wang et 

al. [4] with a validation score of 0.501. However, it is worth 

noting that both methods have more parameters than RegNet. 

This difference is reflected in the score of baseline methods 

with those ones. 

We also demonstrate the effectiveness of our Prompt-

tuning technique in Tab. 2. We apply the Prompt-tuning 
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technique on Base Vision Transformer pretrained on 21k 

ImageNet [6]. The result shows that Prompt Tuning not only 

increases the performance of good score model, but also raises 

the score of weak perform model, for ViT it increases the result 

by 0.2. Despite the promising result, our model still needs the 

whole model fine-tuning stage (First stage) on the target 

dataset. Hence, we will try to develop a more efficient tuning 

method without fine-tuning stage. 

<Table 2> Experimenting with and without prompt tuning of base 

ViT and Baseline model. 

Method W/o prompt tune  Prompt tune 

Base-ViT-21k 

ImageNet [6] 
0.224 0.248 

Baseline model 0.497 0.512 
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