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Abstract 

Hypertension is one of the leading causes of mortality worldwide. In recent years, the incidence of 

hypertension has increased dramatically, not only among the elderly but also among young people. In this regard, 

the use of machine-learning methods to diagnose the causes of hypertension has increased in recent years. In this 

study, we improved the prediction of hypertension detection using Mahalanobis distance-based multivariate outlier 

removal using the KNHANES database from the Korean national health data and the COVID-19 dataset from 

Kaggle. This study was divided into two modules. Initially, the data preprocessing step used merged datasets and 

decision-tree classifier-based feature selection. The next module applies a predictive analysis step to remove 

multivariate outliers using the Mahalanobis distance from the experimental dataset and makes a prediction of 

hypertension. In this study, we compared the accuracy of each classification model. The best results showed that 

the proposed MAH_RF algorithm had an accuracy of 82.66%. The proposed method can be used not only for 

hypertension but also for the detection of various diseases such as stroke and cardiovascular disease. 

 

1. Introduction 

Hypertension is a chronic disease that leads to heart, brain, 

kidney, diabetes, and other serious conditions [1], [2]. 

Hypertension, which occurs because of high blood pressure, 

is a condition in which blood vessels have constantly 

increased pressure. The human heart is difficult to pump 

because of the higher pressure. It is a major cause of early 

death worldwide, with up to one in four men and one in five 

women in over a billion people with hypertension [3]. South 

Korea is one of the countries in which hypertension is 

common [4]. In 2019, COVID-19 confronted the world. 

There have been many research activities related to the 

coronavirus disease of 2019 (COVID-19), and the use of 

machine learning methods to diagnose the causes of 

hypertension diseases has increased in recent years [5]-[6]. 

In this study, we aimed to infer the association between 

COVID-19 and hypertension by using ML methods to 

identify hypertension based on the characteristics of COVID-

19. Machine learning is the process of learning that starts 

with observations or data, such as cases, real-world 

experience, or instructions, to look for patterns in the data 

and make better decisions in the future based on the 

examples that we supply. Machine learning helps make 

decisions automatically without a person using models 

learned from the data. In addition, it can be used to diagnose 

various diseases. 

  

2.  Methodology 

In this section, we describe the components of our proposed 

prediction method. Figure 1 shows the proposed framework 

based on feature selection-based hypertension prediction 

method. The proposed framework consists of two main 

modules: data preprocessing and predictive analysis. 

The data preprocessing and predictive analysis modules 

were implemented in Python using the Sklearn library [28]. 

The data preprocessing module was implemented using 

SPSS 23.0.  

1) Data-preprocessing 

Initially, we merged by region, age, and gender value for 

KHNANES and Kaggle data. Next, we removed a row of 

missing values and features unrelated to hypertension. After 

removing unrelated features with hypertension and missing 
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values from the dataset, 7965 records and 76 features were 

removed. We then removed attributes based on DT classifier, 

which included a total of 4926 records, 37 features for 

experimental dataset. Figure 2 shows the procedure for 

creating the target dataset. 
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Figure 1. System architecture. 

 

2) Outlier Detection Based on Mahalanobis Distance 

Multivariate outliers can be identified with the use of 

Mahalanobis distance, which is the distance of a data point 

from the calculated centroid of the other cases where the 

centroid is calculated as the intersection of the mean of the 

variables being assessed. Each point is recognized as an X, Y 

combination and multivariate outliers lie a given distance 

from the other cases. The distances are interpreted using a p 

< 0.001 and the corresponding χ2 value with the degrees of 

freedom equal to the number of variables [4]. 

Multivariate outliers can also be recognized using leverage, 

discrepancy, and influence. Leverage is related to 

Mahalanobis distance but is measured on a different scale so 

that the χ2 distribution does not apply. Large scores indicate 

the case if further out however may still lie on the same line. 

Discrepancy assesses the extent that the case is in line with 

the other cases. Influence is determined by leverage and 

discrepancy and assesses changes in coefficients when cases 

are removed. Cases > 1.0 are likely to be considered outliers. 

It was introduced by Prof. P. C. Mahalanobis in 1936 and has 

been used in various statistical applications ever since. The 

formula to compute Mahalanobis distance is as follows: 

D2 = (x − m)T C−1(x − m)              (1) 

where is the square of the Mahalanobis distance, x is the 

vector of the observation (row in a dataset), m is the vector 

of mean values of independent variables (mean of each 

column), is the inverse covariance matrix of independent 

variables, and (x – m) is essentially the distance of the vector 

from the mean, then divide this by the covariance matrix (or 

multiply by the inverse of the covariance matrix). P-value 

probability is shown as the following equation: 

P = 1 − χ2(MAH, df)                       (2) 

3. Experimental results 

1) Integrated dataset 

In this study, the Korean National Health and Nutrition 

Examination Survey datasets were used to build a model for 

hypertension prediction. KNHANES data were collected by 

the Disease Control and Prevention (KCDC) [2]. It consists 

of a health examination of various diseases, health interviews, 

and nutrition surveys of the Korean population. The dataset 

duration was 2020 with COVID-19 [6]. We generated a 

target value for the upper 19-year-old patients with 

hypertension. Additionally, this target hypertension group 

included subjects who had a history of diabetes, prediabetes, 

heart disease, heart attack, and stroke.  

First, we measured the performance of the baseline 

models for comparison with our proposed method. We 

trained the baseline models directly on the raw dataset using 

the machine learning algorithms shown in Figure 1. To 

investigate the correlation between COVID-19 and 

hypertension, we trained the ML-based classifiers on two 

different datasets: a dataset without COVID-19 features and 

a dataset with COVID-19 features. Predicting hypertension 

using COVID-19 features increased all the evaluation 

measures.  

KNHANES + COVID-19

(n = 4926, features = 38)

Removing unrelated features with 
HYPERTENSION and removing 

missing values 

Feature selected by 
Multicollinearity analysis

KNHANES 
2020: n = 7359, F = 128

 COVID-19 dataset 
2020.02.01 ~ 06.30 
n = 5218, F = 13

Merged: Region, Age, Gender 
features between KNHANES and 

Kaggle dataset  

 

Figure 2. Experimental dataset. 

 

2) Classifier results:  

In other words, because the COVID-19 feature affects the 

prediction of hypertension, these two features can be related 

to each other. We also analyzed this relationship with the chi-

square test, and the results are shown in Table I. The 

accuracy measurement of the performance results is shown in 

Table 1, and the highest values of evaluation scores are 

marked in bold. The RF with the MAH model achieved the 

highest accuracy of 82.66%. As can be seen, KNN and NB 

based both predictive models performed lower results 

compared with other predictive models in terms of the 

evaluation metrics. The receiver operating characteristic 
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(ROC) curve is one of the important evaluation metrics for 

evaluating detection performance. 

Table 1. Results of accuracy analysis of two methods 

on the experimental dataset. 

  Accuracy 

Without outlier With outlier 

KNN 58.70 58.31 

DT 73.08 72.15 

RF 82.66 82.47 

NB 60.10 58.33 

 

Finally, Figure 3 and Figure 4 show the AUC score of the 

proposed method was improved by MAH -based feature, the 

accuracy of the ML-based KNN, DT, RF, and NB approaches 

improved by 0.15%, 0.14%, 0.15%, and 0.02%, respectively. 

 

 
Figure 3. The ROC curves of compared algorithms on 

experimental dataset. 

 
Figure 4. The ROC curves of compared algorithms on outlier 

removed dataset. 

 

4. Conclusion  

This study proposed a method consisting of two modules 

for predicting hypertension. First, external features of 

KHNANES and Kaggle data for COVID-19 patients were 

aggregated by region, age, and gender, followed by data 

preprocessing by performing DT-based feature selection. The 

next, module predictive analysis uses to predict hypertension 

based on multivariate outlier removal using a Mahalanobis 

distance from integrated experimental data. In this study, we 

compared the accuracy and AUC of each classification model. 

Four classifiers were compared in this experiment. The 

evaluation results showed that the proposed method 

improved the accuracy, and AUC of KNN, DT, RF, and NB 

by (0.39, 0.93, 0.19, 1.77), and (0.15, 0.14, 0.15, 0.02), 

respectively. Moreover, by using MAH_RF our proposed 

method, we successfully increased the predictive 

performance of the classifiers used in all experiments by 

preparing a high-quality training dataset. We experimentally 

demonstrate how the steps of our proposed method improve 

performance. 
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