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1. Introduction Let $G$ be a bounded domain of class $C^\infty$ in $E_n$. We denote its closure by $\bar{G}$ and its boundary by $\partial G$. Further, let $H$ be an $n-2$ dimensional manifold of class $C^\infty$ on $\partial G$ which divides $\partial G$ into two components $\partial^{(1)}G$ and $\partial^{(2)}G$. A point of $\bar{G}$ is denoted by $x=(x_1, \ldots, x_n)$. We set

$$D=\left(\frac{1}{i} \frac{\partial}{\partial x_1}, \ldots, \frac{1}{i} \frac{\partial}{\partial x_n}\right),$$

$$D^*=\left(\frac{1}{i} \frac{\partial}{\partial x_1}, \ldots, \frac{1}{i} \frac{\partial}{\partial x_n}\right)^n,$$

where $\mu=(\mu_1, \ldots, \mu_n)$ is a multi-index and $|\mu|=\mu_1+\cdots+\mu_n$ is the order of the differential operator $D^*$. Consider in $\bar{G}$, a system of differential operators

$$a(x, D)=\begin{pmatrix} a_1(x, D) & 0 \\ 0 & a_n(x, D) \end{pmatrix},$$

$$a_k(x, D)=\sum_{|\mu|=2} \alpha_{\mu}^{(k)}(x)D^\mu, \quad k=1, \ldots, N,$$

$\alpha_{\mu}^{(k)}(x)$ being of class $C^\infty(\bar{G})$ together with systems of boundary operators

$$\mathcal{B}^{(i)}(x, D)=(b_{ji}^{(i)}(x, D)),$$

$$b_{ji}^{(i)}(x, D)=\sum_{|\nu|=i-1} \beta_{\nu}^{(i,j,k)}(x)D^\nu, \quad \nu^{(i)}\geq 1,$$

$$i=1, 2; \quad j=1, \ldots, Nm; \quad k=1, \ldots, N.$$

We assume that all the $\beta_{\nu}^{(i,j,k)}(x)$ are of class $C^\infty(\bar{G})$. And let

$$a^*_1(x, D)=\begin{pmatrix} a_1^*(x, D) \\ \vdots \\ a_n^*(x, D) \end{pmatrix},$$

$$\mathcal{B}^{(i)}^*(x, D)=(b_{ji}^{(i)}(x, D)),$$

$$i=1, 2; \quad j=1, \ldots, Nm; \quad k=1, \ldots, N,$$ denote the characteristic parts of the operators (1.1) and (1.2) respectively. The characteristic matrices of (1.1), (1.2) are denoted by $\alpha^*(x, \xi)$, $\mathcal{B}^{(i)}^*(x, \xi)$ and $\mathcal{B}^{(i)}(x, \xi)$.

Now, our aim is to give an integral estimate for the system (1.1) and (1.2).
under the following assumptions I—IV (c.f. Theorem 3.2). Applications of this estimate to the existence theorems for the corresponding differential equations will be discussed in the future.

(I) The system (1.1) is elliptic, i.e. for all \( x \) in \( G \), and for all non zero real vector \( \xi \),

\[
\alpha_k'(x, \xi) \neq 0, \quad k = 1, \ldots, N. 
\]

In the following statements \( \tau(x^0) = (\tau_1(x^0), \ldots, \tau_N(x^0)) \) denotes a real non zero vector tangent to \( \partial G \) at \( x^0 \) (on \( \partial G \)) and \( \nu(x^0) = (\nu_1(x^0), \ldots, \nu_N(x^0)) \) a real non zero vector normal to \( \partial G \) at \( x^0 \). (For simplicity, we often suppress \( x^0 \) and denote these vectors simply by \( \tau \), \( \nu \) respectively).

(II) The system (1.1) is properly elliptic, i.e. for every \( x^0 \) on \( \partial^{(1)} G \), \( i = 1, 2 \), and every pair of vectors \( (\tau(x^0), \nu(x^0)) \), the polynomials (in complex scalar \( \eta \)),

\[
a_k'(\eta) = a_k'(x^0, \tau + \eta \nu), \quad k = 1, \ldots, N,
\]

have exactly \( m \) roots \( \eta_k, \), \( (x^0, \tau, \nu), \) \( s = 1, \ldots, m \), with positive imaginary parts.

Next, we set

\[
a_k'(\eta) = a_k'(x^0; \tau + \eta \nu), \quad k = 1, \ldots, N,
\]

\[
b_{j,k}(\eta) = b_{j,k}(x^0, \tau + \eta \nu), \quad i = 1, 2; \quad j = 1, \ldots, Nm; \quad k = 1, \ldots, N.
\]

(III) For each \( x^0 \) on \( \partial^{(1)} G \), \( \partial^{(1)} G \) complements \( \alpha(x, D) \), i.e. for every \( x^0 \) on \( \partial^{(1)} G \), \( i = 1, 2 \), and for every pair of vectors \( (\tau(x^0), \nu(x^0)) \), any relation of the form

\[
\sum_{j=1}^{Nm} \lambda_j b_{j,k}(\eta) = 0 \quad ( \text{mod } a_k(\mu)), \quad k = 1, \ldots, N, 
\]

in which the \( \lambda_j \) are complex constants independent of \( \eta \), imply that \( \lambda_j = 0, \) \( j = 1, \ldots, Nm \).

Next, let us write,

\[
\beta_{j,k}(\eta) = \sum_{i=1}^{Nm} \beta_{j,i,j,k} \eta^{-1},
\]

\( i = 1, 2; \quad j = 1, \ldots, Nm; \quad k = 1, \ldots, N. \)

Further, let

\[
\rho_{s}(\eta) = \sum_{s=0}^{N} \rho_{s}(\sigma, \nu)^{-1},
\]

\( \sigma = 1, \ldots, m; \quad k = 1, \ldots, N. \)

Evidently, \( \beta_{j,i,j,k}, \rho_{s}(\sigma, \nu) \) depend on \( (x^0, \tau(x^0), \nu(x^0)) \).
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(IV) For each \( x^0 \) on \( \Omega \) and for each vector \( \nu(x^0) \), there exist \((Nm)^2\) polynomials in \( \tau(x^0) \), namely

\[
\epsilon_{j,i}^l(\tau) = \sum_{|\mu| = \nu^{(1)} + \nu^{(2)} - 1} g^{(j,i)}(x^0, \nu) \tau^\mu, \quad j, l = 1, \ldots, Nm
\]

such that

\[
Re \sum_{l=1}^{Nm} \epsilon_{j,i}^l(\tau) \left( \sum_{k=1}^{N} \sum_{\nu=1}^{2m} \beta^{(1),j,k}_{i,\nu} \omega_{i-1}^{(b)} \right) \left( \sum_{k=1}^{N} \sum_{\nu=1}^{2m} \beta^{(2),j,k}_{i,\nu} \omega_{i-1}^{(b)} \right) > 0,
\]

for all complex vectors \( Q^{(b)} = (\omega_0^{(1)}, \ldots, \omega_{2m-1}^{(b)}) \), \( k = 1, \ldots, N \), for which

\[
\sum_{l=1}^{2m} \rho^{(s,b)}_{i,\nu} \omega_{i-1}^{(b)} = 0, \quad k = 1, \ldots, N; \quad \sigma = 1, \ldots, m,
\]

unless \( Q^{(b)} = 0 \), \( k = 1, \ldots, N \).

We remark that each \( \epsilon_{j,i}^l(\tau) \) is homogeneous in \( \tau \) of order \( \nu^{(1)} + \nu^{(2)} - 1 \). Two boundary operators of type (1.2) having the property (IV) are called "compatible with respect to (1.1) on \( \Omega \)."

The complementing condition (III) is a special case of the one introduced by Agmon-Douglas-Nierenberg [3]. The compatibility condition (IV) is a generalization of those of Schechter [8], [10].

2. Preliminary Results. In this section, as the first step, we consider the problem in a hemi-sphere. For convenience, let us change some notations introduced in section 1. We denote a point in \( E_n \) by

\[
(x, y) = (x_1, \ldots, x_{n-1}, y) \text{ or } (\xi, \eta) = (\xi_1, \ldots, \xi_{n-1}, \eta),
\]

and correspondingly, we set

\[
D_x = \left( \frac{1}{i} \frac{\partial}{\partial x_1}, \ldots, \frac{1}{i} \frac{\partial}{\partial x_{n-1}} \right), \quad D_y = \frac{1}{i} \frac{\partial}{\partial y}.
\]

For a multi-index \( \mu = (\mu_1, \ldots, \mu_{n-1}) \), \( \xi^\mu \), \( D_x^\mu \) are defined as before.

Now, let

\[
\Sigma_R = \left\{ (x, y) \left| x^2 + y^2 \leq R^2, \ y \geq 0 \right. \right\},
\]

\[
\partial_1 \Sigma_R = \left\{ (x, 0) \left| x^2 \leq R^2 \right. \right\},
\]

\[
\partial_2 \Sigma_R = \left\{ (x, y) \left| x^2 + y^2 = R^2, \ y \geq 0 \right. \right\}.
\]

\( \mathcal{F}^N(\Sigma_R) \) stands for the collection of all vector \((N-)\) valued functions of class \( C^\infty(\Sigma_R) \) which vanish near \( \partial_1 \Sigma_R \). (Instead of \( \mathcal{F}^1(\Sigma_R) \), we use \( \mathcal{F}(\Sigma_R) \).) For a function \( u \) of class \( \mathcal{F}(\Sigma_R) \), we define
If \( U = (u_1, \ldots, u_N), V = (v_1, \ldots, v_N) \) are both of class \( \mathcal{F}^N(\Sigma_R) \), we set

\[
U \cdot V = u_1\bar{v}_1 + \cdots + u_N\bar{v}_N, \quad |U|^2 = U \cdot U,
\]

\[
\langle U, V \rangle = \int_{\Sigma_R} U \cdot V \, dx dy.
\]

The difference between \(|U_0|\) and \(|U|\) should be carefully noted.

The basic relation between the norms (2.3) is the following well known lemma.

**Lemma 2.1.** Let \( u \) be a function of class \( \mathcal{F}(\Sigma_R) \). Then for an arbitrary pair of integers \( p \) and \( t \), for which \( 0 \leq t < p \), and for an arbitrary positive number \( \varepsilon \), there exists a positive number \( K(\varepsilon) \) independent of \( u \) such that

\[
\|u\|_p \leq \varepsilon \|u\|_t + K(\varepsilon) \|u\|_o.
\]

Next, let \( u \) be a function of class \( \mathcal{F}(\Sigma_R) \). Extending \( u \) as identically zero outside \( \Sigma_R \), we put

\[
\hat{u}(\xi, \eta) = \int_{\Sigma_R} e^{-i\xi x - i\eta \eta} u(x, y) \, dx dy, \quad \hat{u}(\xi) = \int_{\Sigma_R} e^{-i\xi x} u(x, 0) \, dx.
\]

If \( U \) is of class \( \mathcal{F}^N(\Sigma_R) \), we define \( \tilde{U} = (\hat{u}_1, \ldots, \hat{u}_N) \). If \( u, v \) are of class \( \mathcal{F}(\Sigma_R) \), and if \( p \) is non-negative and real, we define

\[
\langle u, v \rangle_p = \langle u, v \rangle_{\mathcal{F}, \Sigma_R} = \int_{\Sigma_R} |\xi|^p \hat{u}(\xi) \hat{v}(\xi) \, d\xi,
\]

\[
\|u\|_p^2 = \langle u, u \rangle_p = \langle u \rangle_{\mathcal{F}, \Sigma_R}^2 = \int_{\Sigma_R} |\xi|^p \hat{u}(\xi) \, d\xi.
\]

It is clear that (2.5) defines another norm (called boundary norm) on \( \mathcal{F}(\Sigma_R) \). The following lemmas are proved in [7].

**Lemma 2.2.** If \( u \) is of class \( \mathcal{F}(\Sigma_R) \), we have

\[
\hat{u}(\xi) = -\frac{i}{\pi} \int_{\Sigma_R} \hat{u}(\xi, \eta) d\eta.
\]

**Lemma 2.3.** If \( u \) is of class \( \mathcal{F}(\Sigma_R) \) and \( p \) a non-negative integer, then

\[
\|u\|_{p+\frac{1}{2}}^2 \leq c \|u\|_{p+1}.
\]

where \( c \) is a positive constant independent of \( u \).

Using Schwarz' inequality, we immediately have the following:

**Corollary 2.3.1.** If \( u, v \) are both of class \( \mathcal{F}(\Sigma_R) \) and \( p \) is a non-negative
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integer, we have

\[ \langle u, v \rangle_{p+\frac{1}{2}} \leq c \|u\|_{p+1} \|v\|_{p+1}, \]

\( c \) being independent of \( u, v \).

Let us now consider the systems of differential operators

\[ \alpha(D_x, D_y) = \begin{pmatrix} \alpha_1(D_x, D_y) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \alpha_N(D_x, D_y) \end{pmatrix} \]

\[ \alpha_k(D_x, D_y) = \sum_{|\lambda|+|\mu|=2m} a_{\lambda \mu} D^\lambda x D^\mu y, \quad k = 1, \ldots, N, \]

and

\[ \beta(D_x, D_y) = \begin{pmatrix} \beta_1(D_x, D_y) \\ \vdots \\ \beta_N(D_x, D_y) \end{pmatrix}, \]

\[ \beta_{j,k}(D_x, D_y) = \sum_{|\lambda|+|\mu|=2m} \beta_{\lambda \mu}^{(j,k)} D^\lambda x D^\mu y, \quad j = 1, \ldots, N; \quad k = 1, \ldots, N, \]

where \( \alpha_{n, s}^{(h)} \) and \( \beta_{n, s}^{(j,k)} \) are complex constants. For each \( \xi \), we write the characteristic polynomials of these operators as follows:

\[ a_k(\eta) = \sum_{|\lambda|+|\mu|=2m} \alpha_{\lambda \mu}^{(h)} \eta^\lambda \]

\[ b_{j,k}(\eta) = \sum_{|\lambda|+|\mu|=2m} \beta_{\lambda \mu}^{(j,k)} \eta^\lambda, \quad j = 1, \ldots, N; \quad k = 1, \ldots, N. \]

We further assume the following conditions:

I'. For every non-zero real vector \( (\xi, \eta) \), \( a_k(\xi, \eta) \neq 0 \), \( k = 1, \ldots, N \).

II'. For each non-zero real vector \( \xi \), the polynomial \( a_k(\eta) = 0 \) has exactly \( m \) roots \( \eta_{s, k}^+(\xi) \) \( s = 1, \ldots, m \) with positive imaginary parts \( k = 1, \ldots, N \).

Set

\[ a_k^+(\eta) = \prod_{s=1}^{m} (\eta - \eta_{s, k}^+(\xi)), \quad k = 1, \ldots, N. \]

III'. For each non-zero real vector \( \xi \), the relations

\[ \sum_{j=1}^{Nm} \lambda_j b_{j,k}(\eta) \equiv 0 \quad (mod \ a_k^+(\eta)), \quad k = 1, \ldots, N \]

with constant \( \lambda_j \) imply \( \lambda_j = 0 \), \( j = 1, \ldots, N \).
Now we shall prove the following theorem which is also proved in [3] by different methods.

**Theorem 2.1.** If the operators (2.9), (2.10) have the properties $Y$, $Y'$, $Y''$, then for all $U$ of class $\mathcal{F}^N(S_R)$, there exists a positive constant $c$ (independent of $U$) such that

\begin{equation}
\|U\|_c^2 \leq C \left( \|\varphi(D_x, D_y) U\|_c^2 + \sum_{k=1}^{N^2} \left( \sum_{i=1}^N b_{i,k}(D_x, D_y) u_k \right)^2 \right) + \|U\|_c^2.
\end{equation}

Proof of this theorem depends on Fourier transforms and homogeneity of characteristic polynomials. For later use, we make a few remarks on these.

If $U=(u_1, \ldots, u_N)$ is of class $\mathcal{F}^N(S_R)$, we have

\[ a_k(D_x, D_y) u_k = a_k(\xi, \eta) U_k + \sum_{i=1}^N \alpha_{i,k}(\xi) \sum_{i=1}^N \eta_i^{-1} D_i^{-1} u_k. \]

Hence if we set

\begin{equation}
\theta_i^{(b)}(\xi) = \theta_i^{(b)}(\xi) = |\xi|^{1-\delta-1} D_i^{-1} U_k, \quad t=0, \ldots, 2m-1,
\end{equation}

we have

\[ a_k(D_x, D_y) u_k = a_k(\xi, \eta) U_k + a_k, \quad k=1, \ldots, N, \]

where

\begin{equation}
a_k = \sum_{i=1}^N \alpha_{i,k}(\xi) \sum_{i=1}^N \eta_i^{-1} |\xi| \theta_i^{(b)}, \quad k=1, \ldots, N.
\end{equation}

Let us next set

\begin{equation}
R_k^{(s, \eta)}(\xi, \eta) = |\xi|^{1-\eta^{1-\delta-1}} a_k(\xi, \eta) = \sum_{i=1}^N \beta_{i,k}(\xi, \eta) \eta_i^{1-1},
\end{equation}

where

\begin{equation}
k=1, \ldots, N; \quad \sigma=1, \ldots, m.
\end{equation}

Then we have

\begin{equation}
\sum_{i=1}^N \beta_{i,k}(\xi, \eta) D_i^{-1} U_k = \rho_s^{(s, \eta)}(\xi, \eta) U_k + \sum_{i=1}^N \beta_{i,k}(\xi, \eta) D_i^{-1} U_k = R_k^{(s, \eta)}(\xi, \eta) U_k + \rho_s^{(s, \eta)}(\xi, \eta) U_k.
\end{equation}

where

\begin{equation}
r_k^{(s)} = \sum_{i=1}^N \beta_{i,k}(\xi, \eta) \sum_{i=1}^N \eta_i^{1-1-1} |\xi| \theta_i^{(b)},
\end{equation}

\begin{equation}
k=1, \ldots, N; \quad \sigma=1, \ldots, m.
\end{equation}

Furthermore from Lemma (2.2) it follows that
(2.20) \[ \int_{-\pi}^{\pi} \sum_{k=1}^{N} \rho_{s}^{(\sigma, k)}(\xi) D_{\sigma}^{-1} u_{k} \, d\eta = -\pi i \left( \sum_{k=1}^{N} \rho_{s}^{(\sigma, k)}(\xi) |\xi|^{2} G_{s}^{-1}(\xi) \right). \]

We shall further make use of the following lemmas. Let us regard \( g_{s}(\tau, \omega) \) as polynomials in \( \eta \). Then we have

**Lemma 2.4.** \( \deg q_{k}^{(\sigma)} \leq 2m-1 \) (in \( \eta \)) and

\[ \int_{-\pi}^{\pi} \sum_{k=1}^{N} \frac{q_{k}^{(\sigma)}}{\omega} \, d\eta = -\pi i \left( \sum_{k=1}^{N} \rho_{s}^{(\sigma, k)}(\xi) |\xi|^{2} G_{s}^{-1}(\xi) \right), \]

where the integral is taken over the real axis in the Cauchy principal value sense.

Next, let \( \xi \) be a fixed, real, non-zero vector.

If \( \Omega^{(k)} = (\omega_{0}^{(k)}, \ldots, \omega_{2m-1}^{(k)}) \), \( k=1, \ldots, N \), are complex vectors, we have

**Lemma 2.5.** In order that \( \sum_{j=1}^{N} \lambda_{j} b_{j}(\tau) = \equiv 0 (\mod a_{k}^{+}(\eta)) \), \( k=1, \ldots, N \), shall imply \( \lambda_{j} = 0, \ j=1, \ldots, Nm \), it is necessary and sufficient that

\[ \sum_{j=1}^{N} \beta_{j} b_{j}(\tau) \omega_{2m-1}(\tau) = 0, \ j=1, \ldots, Nm, \]

\[ \sum_{j=1}^{N} \rho_{s}^{(\sigma, k)}(\xi) \omega_{2m-1}(\tau) = 0, \ k=1, \ldots, N; \ \sigma=1, \ldots, m, \]

imply \( \Omega^{(k)} = 0, k=1, \ldots, N \).

**Lemma 2.6.** If \( h(\xi, \eta) \) is a function which is homogeneous of order \( t \) in \( (\xi, \eta) \), then

\[ g(\xi) = \int_{-\pi}^{\pi} h(\xi, \eta) \, d\eta \]

is homogeneous of order \( t+1 \) in \( \xi \) whenever the integral in the right side exists.

The above three lemmas will be proved in the Appendix.

Let \( \Omega = (\omega_{0}, \ldots, \omega_{k}), \ A = (\lambda_{0}, \ldots, \lambda_{k}) \), be two variable vectors. Then we have the following lemma which is of trivial nature.

**Lemma 2.7.** Let \( h(\Omega, A) \) be continuous functions of \( \Omega, A \) which are both homogeneous of order \( s \) with respect to \( \Omega \), and of order \( t \) with respect to \( A \). If \( h(\Omega, A) \neq 0 \) for \( \Omega \neq 0, A \neq 0 \), then there exists a positive number \( c \) such that

\[ |q(\Omega, A)| \leq c|h(\Omega, A)| \]
for all $\Omega$ and $A$.

In the following computations, we shall ordinarily omit writing the arguments $\xi$, $\eta$ of characteristic polynomials. The operators will be denoted with $D_x$, $D_y$.

**Proof of Theorem 2.1.** Let $U$ be of class $\mathcal{F}^N(\Sigma_\delta)$ and, for any multi-index $\mu$ and positive integer $s$ such that $|\mu| + s = 2m$, let

$$\mathcal{G}(D_x, D_y) = \begin{pmatrix} D_x^\mu D_y^s & 0 \\ 0 & D_x^\mu D_y^s \end{pmatrix}.$$  

Our aim is to show that

$$\int |\tilde{\alpha}(D_x, D_y)U|^2 d\eta + \sum_{i=0}^{\infty} |\xi|^{2m-i} \left| \sum_{j=1}^{N} b_{i,j}(D_x, D_y)u_k \right|^2 - c_0 \int |\tilde{\mathcal{G}}(D_x, D_y)|^2 d\eta \leq 0,$$

with some positive constant $c_0$ which is independent of $U$. The desired result would be obtained if we summed up (2.23) over all possible choices of $\mathcal{G}(D_x, D_y)$ for which $|\mu| + s = 2m$ and integrate again with respect to $\xi$. In fact, invoking Parceval's relation, we obtain

$$\|\tilde{\alpha}(D_x, D_y)U\|^2 + \sum_{i=0}^{\infty} |\xi|^{2m-i} \left| \sum_{j=1}^{N} b_{i,j}(D_x, D_y)u_k \right|^2 < \nu^{-\frac{1}{2}} \leq c|U|^2_{S_m}.$$

Hence applying Lemma 2.1, we would have (2.14). To prove (2.23), we first consider the following. Let

$$A^{(k)}(\xi) = (\lambda_1^{(k)}(\xi), \ldots, \lambda_N^{(k)}(\xi)), \quad k=1, \ldots, N,$$

be a function of $\xi$ to be chosen later. Then we have

$$\left| \tilde{\alpha}(D_x, D_y)U \right|^2 = \sum_{k=1}^{N} \left| a_k\tilde{u}_k + a_3 \right|^2$$

$$= \sum_{k=1}^{N} \left| a_k\tilde{u}_k + a_3 - \frac{1}{\tilde{a}_k} \sum_{i=1}^{\infty} \lambda_i^{(k)}(\xi) \tilde{B}_i^{(\eta)} \right|^2 + 2Re \sum_{i=1}^{\infty} \lambda_i^{(k)}(\xi) \left( \sum_{k=1}^{N} \rho_{i, \sigma, \eta}(\xi) \tilde{D}_i^{(\eta)}T_{i-1}u_k \right)$$

$$+ 2Re \sum_{i=1}^{\infty} \lambda_i^{(k)}(\xi) \left( \tilde{B}_i^{(\eta)}a_3 - a_3 s_{i}^{(\eta)}(\xi) \right)^2,$$

where we made use of the relation (2.18). Noting that for each fixed $\xi$, $\eta^{(k)}a_k - a_3 s_{i}^{(\eta)}(\xi)$ is the expression denoted by $q_k^{(\eta)}$ in Lemma 2.4, we have

$$\int \frac{1}{\tilde{a}_k} (\tilde{B}_i^{(\eta)}a_k - a_3 s_{i}^{(\eta)}(\xi)) d\xi = -\pi i \left( \sum_{k=1}^{N} \rho_{i, \sigma, \eta}(\xi) |\xi|^{1+\theta_{k-1}(\eta)} \right),$$

$$k=1, \ldots, N; \quad \sigma=1, \ldots, m.$$ 

Hence, using (2.20), we obtain
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\[ \int |\tilde{\alpha}(D_x, D_y)U|^2 d\eta = \sum_{k=1}^{N} \left( \int |a_k \tilde{u}_k + a_k - \frac{1}{\partial_x} \sum_{\alpha=1}^{n} \lambda_{\sigma}^{(k)} \tilde{\beta}_k^{(\sigma)}|^2 d\eta \right) + 4 \text{Re}(-\pi i) \sum_{k=1}^{N} \rho_s^{(\sigma, k)}(\xi) |\xi|^4 |\theta_{t-1}^{(k)}| \int \left| \frac{1}{\partial_x} \sum_{\alpha=1}^{n} \lambda_{\sigma}^{(k)} \tilde{\beta}_k^{(\sigma)} \right|^2 d\eta \]

Now let us pick

\[ \lambda_{\sigma}^{(k)}(\xi) = -2\pi i |\xi|^4 \left( \sum_{\alpha=1}^{n} \rho_s^{(\sigma, k)}(\xi) |\xi|^4 |\theta_{t-1}^{(k)}| \right), \quad k = 1, \ldots, N; \quad \sigma = 1, \ldots, m, \]

\( \varepsilon \) being a positive constant to be chosen later. We then have

\[ \int |\tilde{\alpha}(D_x, D_y)U|^2 d\eta = \sum_{k=1}^{N} \left( \int |a_k \tilde{u}_k + m_k|^2 d\eta + \frac{2}{\varepsilon |\xi|^4} \sum_{\alpha=1}^{n} |\bar{\lambda}_{\sigma}^{(k)}|^2 \right) - \int \left| \frac{1}{\partial_x} \sum_{\alpha=1}^{n} \tilde{\beta}_k^{(\sigma)} \lambda_{\sigma}^{(k)} \right|^2 d\eta, \]

where we have set

\[ m_k = a_k - \frac{1}{\partial_x} \sum_{\alpha=1}^{n} \lambda_{\sigma}^{(k)} \tilde{\beta}_k^{(\sigma)}. \]

Now for each \( k \), the last two terms in (2.24) are quadratic in \( \lambda_{\sigma}^{(k)} \). Furthermore, from Lemma 2.6 it follows that each coefficient of \( \lambda_{\sigma}^{(k)} \) is continuous and homogeneous of order \(-1\) in \( \xi \). Hence, by Lemma 2.7, we find a positive constant \( \varepsilon \) such that

\[ \int \left| \frac{1}{\partial_x} \sum_{\alpha=1}^{n} \tilde{\beta}_k^{(\sigma)} \lambda_{\sigma}^{(k)} \right|^2 d\eta \leq \frac{1}{\varepsilon |\xi|^4} \sum_{\alpha=1}^{n} \left| \bar{\lambda}_{\sigma}^{(k)} \right|^2, \quad k = 1, \ldots, N. \]

Inserting this value of \( \varepsilon \) in (2.24), we have

\[ \int |\tilde{\alpha}(D_x, D_y)U|^2 d\eta \leq \sum_{k=1}^{N} \left( \int |a_k \tilde{u}_k + m_k|^2 d\eta + \frac{1}{\varepsilon |\xi|^4} \sum_{\alpha=1}^{n} \left| \lambda_{\sigma}^{(k)} \right|^2 \right) \]

This is the first step of our estimate. Next let us consider the sum of the first two terms of (2.23). Since

\[ \hat{b}_{j, k}(D_x, D_y)u_k = \sum_{i+j} \beta_{i+j}^{(k)} \xi^{i+j} D_x^i D_y^j u_k = \sum_{i+j} \beta_{i+j}^{(k)}(\xi) |\xi|^i |\theta_{t-1}^{(k)}| \]

we have

\[ \int |\tilde{\alpha}(D_x, D_y)U|^2 d\eta \leq \sum_{k=1}^{N} \left( \int |a_k \tilde{u}_k + m_k|^2 d\eta + \frac{1}{\varepsilon |\xi|^4} \sum_{\alpha=1}^{n} \left| \lambda_{\sigma}^{(k)} \right|^2 \right) \]

\[ + \sum_{i+j} \left| \xi \right|^{i+j-1} \left| \sum_{k=1}^{N} \sum_{\alpha=1}^{n} \beta_{i+j}^{(k)}(\xi) \right| |\xi|^i |\theta_{t-1}^{(k)}| \]

(2.26)
The last two terms in the right side of (2.26) are quadratic in \( \Theta^{(b)} \); each coefficient of \( \Theta^{(b)} \bar{\Theta}^{(b)} \) is continuous and homogeneous of order \( 4m+1 \) in \( \xi \). Hence we can express it in the form:

\[
(2.27) \quad \sum_{\ell=1}^{N} \sum_{k=0}^{2m-1} H_{\alpha\ell}^{(b)} \Theta_{\alpha}^{(b)} \bar{\Theta}_{\ell}^{(b)},
\]

where each \( H_{\alpha\ell}^{(b)}(\xi) \) is continuous and homogeneous of order \( 4m+1 \) in \( \xi \). Furthermore, from condition III and Lemma 2.5, it follows that

\[
(2.28) \quad \sum_{\ell=1}^{N} \sum_{k=0}^{2m-1} H_{\alpha\ell}^{(b)} \Theta_{\alpha}^{(b)} \bar{\Theta}_{\ell}^{(b)} > 0
\]

unless \( \Theta^{(b)} = 0, k=1, \ldots, N \). Indeed, if (2.28) were zero, each summand in the last two terms of (2.26) would vanish. However, the relations \( \lambda_{\sigma}^{(b)} = 0, k=1, \ldots, N; \sigma=1, \ldots, m \), are equivalent to \( \sum_{i=1}^{2m} \rho_{i}^{(b)}(\xi) \omega_{\alpha-1}^{(b)} = 0, k=1, \ldots, N; \sigma=1, \ldots, m \)

where we replaced \( |\xi|^{4} \Theta_{\alpha-1}^{(b)} \) by \( \omega_{\alpha-1}^{(b)} \).

On the other hand, the vanishing of the last term of (2.26) implies that \( \sum_{k=1}^{N} \sum_{r=1}^{2m} \beta_{i}^{(r,b)}(\xi) \omega_{\alpha-1}^{(b)} = 0, j=1, \ldots, Nm \).

Hence from Lemma 2.5 we have \( \Theta^{(b)} = 0, k=1, \ldots, N \).

Finally, we proceed to complete the proof. Let \( c_{0} \) be a positive constant to be chosen later. Then

\[
(2.29) \quad \int |\tilde{\alpha}(D_{\xi} D_{\eta})U|^{2} + \sum_{j=0}^{N_{\xi}} |\xi|^{2j} \left[ \sum_{\ell=1}^{N} \hat{\beta}_{\ell}^{(j)}(D_{\xi} D_{\bar{\eta}}) \xi_{\ell} \right]^{2} - c_{0} \int |\tilde{\alpha}(D_{\xi} D_{\eta})U|^{2} \, d\eta
\]

\[
\geq \sum_{k=1}^{N} \int \left| a_{k} \bar{u}_{k} + m_{k} \right|^{2} \, d\eta + \sum_{k=1}^{N} \sum_{\alpha=1}^{m} \left[ H_{\alpha\ell}^{(b)} \Theta_{\alpha}^{(b)} \bar{\Theta}_{\ell}^{(b)} - c_{0} \sum_{s=1}^{m} \int |g_{s} \bar{u}_{s} + g_{s}|^{2} \, d\eta \right]
\]

where in the last term, we set

\[
g_{s} = \xi^{a} u_{s}, (\nu + s = 2m), \quad g_{s} = \xi^{a} \sum_{v=1}^{m} \eta^{v} \xi^{a} \Theta_{\alpha-1}^{(b)}, \quad k=1, \ldots, N.
\]

Setting \( f_{k} = |a_{k}|^{2} - c_{0} |g_{s}|^{2}, \quad k=1, \ldots, N \) we rewrite the right side of (2.29) as follows:

\[
(2.30) \quad \sum_{k=1}^{N} \sum_{\ell=1}^{N} \left[ H_{\alpha\ell}^{(b)} \Theta_{\alpha}^{(b)} \bar{\Theta}_{\ell}^{(b)} + \sum_{s=1}^{m} \int \left| (a_{k}^{2} - c_{0} |g_{s}|^{2}) |\bar{u}_{s}|^{2} + |m_{k}|^{2} \right| \right.
\]

\[
- c_{0} |g_{s}|^{2} + 2Re(a_{k} m_{k} - c_{0} g_{s} \bar{g}_{s} \bar{u}_{k}) \, d\eta = \sum_{k=1}^{N} \sum_{\alpha=1}^{m} \left[ H_{\alpha\ell}^{(b)} \Theta_{\alpha}^{(b)} \bar{\Theta}_{\ell}^{(b)} \right]
\]

\[
+ \sum_{k=1}^{N} \int \left| f_{k} \bar{u}_{k} + \frac{2}{f_{k}} (a_{k} m_{k} - c_{0} g_{s} \bar{g}_{s}) \right|^{2} - c_{0} a_{k} g_{s} \bar{g}_{s} - g_{s} m_{k} \, d\eta
\]
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\[ = \sum_{k} \sum_{l} H_{n, l}^{(k)} \theta_{s}^{(k)} \bar{G}_{l}^{(k)} + \sum_{k} \int f_{k} \left( \bar{a}_{m_{k}} \theta_{s}^{(k)} - \bar{c}_{s} \bar{g}_{s} \bar{G}_{k} \right)^{2} d\eta \]
\[ - \bar{c}_{s} \sum_{l=1}^{N} \int f_{k} \left( a_{s} \theta_{s}^{(k)} - \bar{g}_{s} \bar{G}_{k} \right)^{2} d\eta. \]

Now, using lemma 2.6, we can express the last term of the right side of (2.30) in the form

\[ (2.31) \]
\[ \sum_{k=1}^{N} \sum_{l} H_{n, l}^{(k)} \theta_{s}^{(k)} \bar{G}_{l}^{(k)}, \]

where each \( L_{n, l}^{(k)} \) is continuous and homogeneous of order \( 4m+1 \) in \( \xi \). However, since \( \sum_{k=1}^{N} \sum_{l} H_{n, l}^{(k)} \bar{G}_{l}^{(k)} \) has the same property and is positive definite, there exists a positive number \( \epsilon \), such that

\[ (2.32) \]
\[ \sum_{k=1}^{N} \sum_{l} H_{n, l}^{(k)} \theta_{s}^{(k)} \bar{G}_{l}^{(k)} \leq 2 \epsilon \sum_{k=1}^{N} \sum_{l} L_{n, l}^{(k)} \theta_{s}^{(k)} \bar{G}_{l}^{(k)}, \]

if \( 0 \leq \epsilon \leq \epsilon \). Therefore, if we take \( \epsilon \) so that \( 0 < \epsilon < \min(\epsilon_1, \epsilon_2) \) in (2.29), from (2.29), (2.30) and (2.32), it follows that

\[ \int \left( \tilde{G}(D_{x}, D_{y}) U \right)^{2} d\eta + \sum_{k=1}^{N} \sum_{l=1}^{N} \int \left( \tilde{G}(D_{x}, D_{y}) U \right)^{2} d\eta \]
\[ \leq \frac{1}{2} \sum_{k=1}^{N} \sum_{l=1}^{N} H_{n, l}^{(k)} \theta_{s}^{(k)} \bar{G}_{l}^{(k)} + \sum_{k=1}^{N} \int f_{k} \left( \bar{a}_{m_{k}} \theta_{s}^{(k)} - \bar{c}_{s} \bar{g}_{s} \bar{G}_{k} \right)^{2} d\eta > 0. \]

Thus the proof is complete.

3. Integral estimates. In this section, we consider the system (2.9), together with a mixed boundary system.

Let \( \Pi \) be an \( n-2 \) dimensional manifold on \( \partial \Sigma_{R} \) which passes through the origin and divides \( \partial \Sigma_{R} \) into two components \( \partial \Sigma_{R}^{(1)} \) and \( \partial \Sigma_{R}^{(2)}. \)

By \( \mathcal{S}^{N}(\Sigma_{R}, \Pi) \), we denote the functions of class \( \mathcal{S}^{N}(\Sigma_{R}) \) which vanish near \( \Pi \). Now for a function \( u \) of class \( \mathcal{S}^{N}(\Sigma_{R}, \Pi) \), we put

\[ u^{(i)}(x) = \begin{cases} u(x, 0), & x \in \partial \Sigma_{R}^{(i)} \\ 0, & x \notin \partial \Sigma_{R}^{(i)}, \end{cases} \]

If \( u, v \) are both of class \( \mathcal{S}^{N}(\Sigma_{R}, \Pi) \), we define

\[ \langle u, v \rangle^{(i)} = \langle u, v \rangle^{(i)}_{\partial \Sigma_{R}^{(i)}} \int_{|\xi| < a} |\xi|^{2} u^{(i)} \bar{v}^{(i)} d\xi, \]
\[ \langle u \rangle^{(i)} = (\langle u \rangle^{(i)}_{\partial \Sigma_{R}^{(i)}})^{2} = \langle u, u \rangle^{(i)}, \quad i = 1, 2. \]
Next, let us make the following observation. If \( h(\xi) \) is a polynomial in \( \xi \), and if \( u, v \) are functions of class \( \mathcal{F}(\Sigma, \Pi) \), we have

\[
\int h(\xi) \partial^{(1)}(\xi) \partial^{(2)}(\xi) d\xi = \int (h(D_x)u^{(1)}(x))v^{(2)}(x)dx = 0
\]
and a similar relation satisfied by \( \partial^{(1)} \) and \( \partial^{(2)} \).

Consequently,

\[
\int h(\xi) \partial(\xi) d\xi = \int h(\xi) \left\{ \partial^{(1)}(\xi) \partial^{(2)}(\xi) + \partial^{(2)}(\xi) \partial^{(2)}(\xi) \right\} d\xi.
\]

If, in particular, \( h(\xi) \) is a homogeneous polynomial of order \( t+s \) in \( \xi \), we have

\[
\left| \int h(\xi) \partial(\xi) d\xi \right| \leq 2 \left| h(\xi) \right|^{|\frac{2}{t}} \left| \partial^{(1)}(\xi) \right|^{|\frac{2}{t}} \int h(\xi) \left| \partial^{(1)}(\xi) \right|^{|\frac{2}{t}} d\xi
\]

\[+ 2 \left| h(\xi) \right|^{|\frac{2}{t}} \left| \partial^{(2)}(\xi) \right|^{|\frac{2}{t}} \int h(\xi) \left| \partial^{(2)}(\xi) \right|^{|\frac{2}{t}} d\xi.
\]

Since \( \left| h(\xi) \right|^{|\frac{2}{t}} \), \( \left| h(\xi) \right|^{|\frac{2}{t}} \) are homogeneous of order \( 2s \) and \( 2t \) respectively, there exists a positive constant \( c \) such that

\[
\sqrt{2} \left| h(\xi) \right|^{|\frac{2}{t}} \leq c |\xi|^{2t}, \quad \sqrt{2} \left| h(\xi) \right|^{|\frac{2}{t}} \leq c |\xi|^{2t}.
\]

Therefore, we have

\[
\left| \int h(\xi) \partial(\xi) d\xi \right| \leq c \left\{ \left< u \right>_{s(1)} \left< v \right>_{t(1)} + \left< u \right>_{s(2)} \left< v \right>_{t(2)} \right\}.
\]

Using the trivial inequality \( |c b| \leq c|a|^2 + \frac{1}{c} |b|^2 \), we finally obtain

\[
(3.1) \quad \left| \int h(\xi) \partial(\xi) d\xi \right| \leq c \left\{ \varepsilon \left< u \right>_{s(2)}^2 + \varepsilon \left< v \right>_{t(1)}^2 + \frac{1}{\varepsilon} \left< v \right>_{s(2)}^2 \right\}
\]

where \( \varepsilon \) is an arbitrary positive constant, and \( c \) is independent of \( u, v \). We also remark that if \( p \) is a non negative integer, then:

\[
(3.2) \quad \left< u \right>_{p+\frac{1}{2}} \leq c \| u \|_{p+1},
\]

\[
\left| \left< u, v \right>_{p+\frac{1}{2}} \right| \leq c \| u \|_{p+1} \| v \|_{p+1}, \quad i=1, 2,
\]

\( c \) being independent of \( u, v \).

Now let \( \Theta(D_x, D_y) \) be the operator (2.9). Let further
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\[ (3.3) \quad \mathcal{B}^{(i)}(D_x, D_y) = \left( b_{j, k}^{(i)}(D_x, D_y) \right), \]

\[ b_{j, k}^{(i)}(D_x, D_y) = \sum_{\|i|+m=2n} \beta_{j, k}^{(i)}(D_x, D_y) D_x^m D_y^m, \quad \nu^{(i)}_j \equiv 1, \]

\[ i = 1, 2; \quad j = 1, \ldots, Nm; \quad k = 1, \ldots, N. \]

The \( \beta_{j, k}^{(i)}(D_x, D_y) \) being complex constants. As before we shall express the characteristic polynomials in the form:

\[ (3.4) \quad b_{j, k}^{(i)}(\xi, \eta) = \sum_{l=1}^{2m} \beta_{j, k}^{(i)}(\xi, \eta) \eta^{l-1}. \]

In addition to the conditions \( \Gamma \), \( \Pi \), we further assume the following condition which corresponds to \( \Pi' \) of section 1.

\( \Pi' \). There exist \( (Nm)^2 \) polynomials

\[ e_{j, l}(\xi), \quad j, l = 1, \ldots, Nm, \]

which are homogeneous of order \( \nu_j^{(1)} + \nu_l^{(2)} - 1 \) in \( \xi \) such that, if \( \xi \) is a non-zero real vector, then

\[ (3.5) \quad \text{Re} \sum_{j=1}^{Nm} e_{j, l}(\xi) \left( \sum_{l=1}^{Nm} \beta_{j, l}^{(i)}(\xi) \omega_{j-1}^{(k)} \right) \left( \sum_{m=1}^{Nm} \beta_{m, l}^{(i)}(\xi) \omega_{m-1}^{(k)} \right) > 0 \]

for all complex vectors \( \Omega^{(k)} = (\omega_j^{(k)}, \ldots, \omega_{Nm-1}^{(k)}) \), \( k = 1, \ldots, N \), which satisfy

\[ (3.6) \quad \sum_{k=1}^{Nm} \rho_{j, l}^{(\sigma, k)}(\xi) \omega_{j-1}^{(k)} = 0, \quad \sigma = 1, \ldots, m; \quad k = 1, \ldots, N, \]

unless \( \Omega^{(k)} = 0, \quad k = 1, \ldots, N. \)

We recall that \( \rho_{j, l}^{(\sigma, k)}(\xi) \) are the coefficients of \( \mathcal{B}_k^{(i)}(\xi, \eta) \) [c.f. (2.17)]. We shall prove the following:

**Theorem 3.** If the operators \( (2.9), (3.3) \) satisfy the conditions \( \Gamma, \Pi, \Pi' \), then for all \( U \) of class \( \mathcal{F}^N(\Sigma_R, \Pi) \), there exists a positive constant \( c \) (independent of \( U \)) such that

\[ (3.7) \quad \|U\|_{L^2} \leq c \left\{ \|\mathcal{B}^{(i)}(D_x, D_y) U\|_{L^2}^2 + \sum_{l=1}^{Nm} \left( \sum_{k=1}^{Nm} \beta_{j, k}^{(i)}(D_x, D_y) u_k^{(\nu_j^{(1)} - 1)} \right)^2 \right\} \]

\[ + \sum_{l=1}^{Nm} \left( \sum_{k=1}^{Nm} \beta_{j, l}^{(i)}(D_x, D_y) u_k^{(\nu_l^{(2)} - 1)} \right)^2 + \|U\|_{L^2}^2 \]

**Proof.** We shall show that for all \( U \) of class \( \mathcal{F}^N(\Sigma_R, \Pi) \), the following inequality holds.

\[ (3.8) \quad \int \left| \mathcal{B}^{(i)}(D_x, D_y) U \right|^2 \, d\xi + \text{Re} \sum_{j=1}^{Nm} e_{j, l}(\xi) \sum_{k=1}^{Nm} \bar{b}_{j, k}^{(i)}(D_x, D_y) u_k \sum_{l=1}^{Nm} \bar{b}_{l, k}^{(i)}(D_x, D_y) u_k \]

\[ - c_0 \int \mathcal{J}(D_x, D_y) U^2 \, d\xi \leq 0 \]

\( \delta, c_0 \) being positive constants to be chosen later and \( \mathcal{J}(D_x, D_y) \) being defined by
(2.22). If we integrate (3.8) with respect to $\xi$, using Parceval’s relation and (3.1), we have

$$
\|c_{(h)}(D_x, D_y)U\|_{L^2}^2 + c_1\delta \sum_{h=1}^{N^m} \left[ \varepsilon \left( \sum_{k=1}^{N} b_{j, k (1)} (D_x, D_y) u_k \right) - \frac{1}{2} \right]^2
$$

$$
+ \varepsilon \left( \sum_{k=1}^{N} b_{j, k (2)} (D_x, D_y) u_k \right) + \frac{1}{\varepsilon} \left( \sum_{k=1}^{N} \left( b_{j, k (1)} (D_x, D_y) u_k \right) \right) - c_2|U|_{L^2}^2 = 0.
$$

Taking $\varepsilon$ sufficiently small and applying (3.2) and Lemma 2.1, we obtain the desired result.

Now let us set

$$
J = \text{Re} \sum_{h=1}^{N^m} e_{j, h}(\xi) \sum_{k=1}^{N} \hat{b}_{j, k (1)} (D_x, D_y) u_k \sum_{k=1}^{N} \hat{b}_{j, k (2)} (D_x, D_y) u_k
$$

$$
= \text{Re} \sum_{h=1}^{N^m} e_{j, h}(\xi) \left( \sum_{k=1}^{N} \sum_{i=1}^{2m} \beta_{j, k (1)}(\xi) \theta_{k-1 (i)} \left( \sum_{k=1}^{N} \sum_{i=1}^{2m} \beta_{j, k (2)}(\xi) \theta_{k-1 (i)} \right) \right)
$$

Then from (2.25), it follows that

$$
\left( J_{\partial \Theta} \right) = \int \hat{G}(D_x, D_y) U^2 d\eta + \text{Re} \sum_{h=1}^{N^m} e_{j, h}(\xi) \sum_{k=1}^{N} \hat{b}_{j, k (1)} (D_x, D_y) u_k \sum_{k=1}^{N} \hat{b}_{j, k (2)} (D_x, D_y) u_k
$$

$$
= \sum_{h=1}^{N^m} \int \left| a_{j} \tilde{u}_k + m_k \right|^2 d\eta + \frac{1}{\varepsilon^2} \sum_{k=1}^{N} \sum_{i=1}^{2m} K_{m, (i)} \theta_{k-1 (i)} \theta_{k-1 (i)}
$$

Since $J$ is a quadratic form in $\Theta^{(h)}$, $k=1, \ldots, N$, and each coefficient of $\theta^{(h)} \theta^{(h)}$ is continuous and homogeneous of order $4m+1$ in $\xi$, the sum of the last two terms in the right side of (3.9) is expressed in the form

$$
\left( J_{\partial \Theta} \right) = \sum_{h=1}^{N^m} \int \left| a_{j} \tilde{u}_k + m_k \right|^2 d\eta + \frac{1}{\varepsilon^2} \sum_{k=1}^{N} \sum_{i=1}^{2m} K_{m, (i)} \theta_{k-1 (i)} \theta_{k-1 (i)}
$$

$$
= \sum_{h=1}^{N^m} \int \left| a_{j} \tilde{u}_k + m_k \right|^2 d\eta + \frac{1}{\varepsilon^2} \sum_{k=1}^{N} \sum_{i=1}^{2m} K_{m, (i)} \theta_{k-1 (i)} \theta_{k-1 (i)}
$$

where each $K_{m, (i)}$ is continuous and homogeneous of order $4m+1$ in $\xi$. Consequently, we have

$$
\int \left| \tilde{G}(D_x, D_y) U \right|^2 d\eta + \text{Re} \sum_{h=1}^{N^m} e_{j, h}(\xi) \sum_{k=1}^{N} \hat{b}_{j, k (1)} (D_x, D_y) u_k \sum_{k=1}^{N} \hat{b}_{j, k (2)} (D_x, D_y) u_k
$$

$$
- c_2 \int \tilde{G}(D_x, D_y) U d\eta
$$

$$
= \sum_{h=1}^{N^m} \int \left| a_{j} \tilde{u}_k + m_k \right|^2 d\eta + \frac{1}{\varepsilon^2} \sum_{k=1}^{N} \sum_{i=1}^{2m} K_{m, (i)} \theta_{k-1 (i)} \theta_{k-1 (i)} - c_2 \int \left| g_{j} \tilde{u}_k + g_k \right|^2 d\eta.
$$
which correspond to the inequality (2.29). Hence, if we show that (3.10) is positive definite, (3.8) follows in exactly the same fashion as the last part of the proof for Theorem 2.1.

Now if \( \xi \neq 0 \), \( \Theta^{(k)} \neq 0 \), \( k = 1, \ldots, N \), the sign of the range of (3.10) is determined by the sign on \( \mathcal{J} \), the set of points \( (\xi, \Theta^{(1)}, \ldots, \Theta^{(N)}) \) in \( 4mN + n-1 \) dimensional Euclidean space \( \xi \) being real, \( \Theta^{(k)} \) being complex vectors for which

\[
|\xi|^2 = |\Theta^{(1)}|^2 + \cdots + |\Theta^{(N)}|^2 = 1.
\]

Let \( \mathcal{J}' \) be the subset of \( \mathcal{J} \) on which

\[
\sum_{k=1}^{N} \sum_{r=1}^{m} |\lambda_r^{(k)}|^2 = 0
\]

i.e.

\[
\sum_{k=1}^{N} \sum_{r=1}^{m} \rho_{r}^{(\sigma, k)}(\xi) \omega_{r-1}^{(k)} = 0, \quad k = 1, \ldots, N; \quad \sigma = 1, \ldots, m,
\]

where we replace \( |\xi|^2 \Theta^{(k)} \) by \( \omega_{r-1}^{(k)} \).

Since \( J > 0 \) on \( \mathcal{J}' \) by condition IV\( ^{\prime} \), there exists an open set \( \mathcal{P} \) containing \( \mathcal{J}' \) on which \( J > 0 \). On the other hand, on the compact set \( \mathcal{J} - \mathcal{P} \), \( \sum_{k=1}^{N} \sum_{r=1}^{m} |\lambda_r^{(k)}|^2 > 0 \). Hence we find a positive constant \( \delta \) such that

\[
\frac{1}{2(1 - \varepsilon)} \sum_{k=1}^{N} \sum_{r=1}^{m} |\lambda_r^{(k)}|^2 \geq \delta J
\]

on \( \mathcal{J} - \mathcal{P} \). Inserting this value of \( \delta \) in (3.8), we have

\[
\frac{1}{2(1 - \varepsilon)} \sum_{k=1}^{N} \sum_{r=1}^{m} |\lambda_r^{(k)}|^2 + \frac{\varepsilon}{2(1 - \varepsilon)} \sum_{r=1}^{m} |\lambda_r^{(k)}|^2 > 0
\]

on \( \mathcal{J} - \mathcal{P} \). Thus (3.10) is strictly positive and therefore the proof is complete.

Now, we are in a position to deal with the original problem (1.1), (1.2). Using standard methods of partition of the domain \( G \) into appropriate subdomains and with the suitable modifications of the norms concerned, it follows from Theorems 2.1 and 3.1 that:

**Theorem 3.2.** If the operators (1.1) and (1.2) satisfy the conditions I, II, III, IV of section 1, there exists a positive constant \( c \) (independent of \( U \)) such that

\[
(U)^2 \leq C \left( |\mathcal{C}(x, D)U| + \sum_{i=1}^{2} \sum_{j=1}^{N} \left( \sum_{k=1}^{N} b_{ij}^{(k)}(x, D)u_{i+1}^{(k)} \right)^2 + |U|^2 \right)
\]

for all \( U \) of class \( \varepsilon^{\gamma}(G, II) \), where \( \varepsilon^{\gamma}(G, II) \) denotes the class of vector
(N−) valued functions of class $C^\infty$ which vanish near $\Pi$.

4. Appendix. Here we shall prove Lemma 2.4, 2.5 and 2.6. For this purpose, we prepare the following:

**Lemmas.** Let $\alpha(\eta)$ be a polynomial (in a complex variable $\eta$) of order $t$ with leading coefficient $\alpha$ and having no real roots. Let further $q(\eta)$ be a polynomial of order $t-1$ which has all roots of $\alpha(\eta)$ (and with the same multiplicities) which lie above the real axis. If $\beta$ is the leading coefficient of $q(\eta)$, we have

$$\int_{-\infty}^{\infty} \frac{q(\eta)}{\alpha(\eta)} \, d\eta = -\pi i \frac{\beta}{\alpha}$$

where the integral is taken over the real axis in the Cauchy principal value sense.

**Proof.** With $R>0$, let $\Sigma_R$, $\partial \Sigma_R$, $\partial_1 \Sigma_R$, $\partial_2 \Sigma_R$, be as in Section 2. By assumption, we have

$$\int_{\partial\Sigma_R} \frac{q(\eta)}{\alpha(\eta)} \, d\eta = \int_{\partial_1 \Sigma_R} \frac{q(\eta)}{\alpha(\eta)} \, d\eta + \int_{\partial_2 \Sigma_R} \frac{q(\eta)}{\alpha(\eta)} \, d\eta = 0.$$

On the other hand,

$$\int_{\partial\Sigma_R} \frac{q(\eta)}{\alpha(\eta)} \, d\eta = \pi i \frac{\beta}{\alpha} + \mathcal{O}\left(\frac{1}{R}\right).$$

Letting $R \to \infty$, we have the desired result.

**Proof of Lemma 2.4.** Since the proof of Lemma 2.4 is the same for each $k$, we shall suppress the index $k$. Now for each fixed $\xi$, we have, from (2.11), (2.16), (2.17) and (2.19),

$$\alpha(\eta) = \sum_{i=1}^{2m} \alpha_i \eta^i,$$

$$a(\eta) = \sum_{i=1}^{2m} \alpha_i \sum_{l=2}^{l_1} \eta^{l-1} \omega_{l-1},$$

$$R^{(\alpha)}(\eta) = \sum_{l=1}^{2m} \rho_s^{(\alpha)} \eta^{(\alpha)-1},$$

$$r^{(\alpha)}(\eta) = \sum_{l=1}^{2m} \rho_s^{(\alpha)} \eta^{(\alpha)-1} \omega_{l-1},$$

where we have set $|\xi|^{\beta_{l-1}} = \omega_{l-1}$.

Thus we have

$$p^{(\alpha)}(\eta) = \left(\sum_{l=1}^{2m} \rho_s^{(\alpha)} \eta^{l-1}\right) \left(\sum_{l=1}^{2m} \alpha_i \sum_{l=1}^{l_1} \eta^{l-1} \omega_{l-1}\right) - \left(\sum_{l=1}^{2m} \alpha_i \eta^l\right) \left(\sum_{l=1}^{2m} \rho_s^{(\alpha)} \sum_{l=1}^{l_1} \eta^{l-1} \omega_{l-1}\right)$$

$$= \sum_{l=1}^{2m} \sum_{i=1}^{2m} \rho_s^{(\alpha)} \alpha_i \left(\eta^{l-1} \sum_{l=1}^{l_1} \eta^{l-1} \omega_{l-1} - \eta^{l-1} \sum_{l=1}^{l_1} \eta^{l-1} \omega_{l-1}\right).$$
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\[ + \rho_1(\xi) \left( \sum_{i=1}^{m} \alpha_i^n \sum_{j=1}^{l} \eta_i^{j-1} \omega_{l-j} \right) - \rho_2(\eta) \left( \sum_{i=1}^{m} \rho_i(\xi) \sum_{j=1}^{l} \eta_i^{j-1} \omega_{l-j} \right) \]

Since the orders (with respect to \( \eta \)) of the last two terms in the right side are \( \leq 2m-1 \), we consider the first term.

If \( t > s-1 \),

\[ \sum_{i=1}^{l} \eta_i^{t-1} \omega_{l-i} = \eta_1^{s-1} \omega_{s-1} + \eta_2^{s-1} \omega_{s-2} + \cdots + \eta_l^{s-1} \omega_{l-s} = \sum_{i=1}^{l} \eta_i^{s-t-1} \omega_{l-i}. \]

Hence each summand in the first term corresponding to \( t > s-1 \) is of order \( t-1, (\leq 2m-1) \).

Similarly, the summands corresponding to \( s-1 > t \) are of orders \( \leq 2m-2 \). Thus the first part of the Lemma is proved.

It is also clear from the above computation that the term involving \( \eta_1^{2m-1} \) are obtained only when \( t=2m, l=s \). Hence if we collect all terms of order \( 2m-1 \), we have

\[ c_{2m}(\rho_1(\xi) \omega_1 + \rho_2(\eta) \omega_1 + \cdots + \rho_{2m}(\xi) \omega_{2m-1}) \eta_1^{2m-1}. \]

Now, \( \alpha(\eta), q(\eta) \) have all the properties required in the preceding lemma. Therefore, the conclusion follows at once if we compare the coefficients of the leading terms.

**Proof of Lemma 2.5.** As before, we put

\[ a_k(\eta) = a_k(\xi, \eta), \]

\[ b_{j,k}(\eta) = b_{j,k}(\xi, \eta) = \sum_{i=1}^{m} \beta_{j,k}^{i} \eta_i^{t-1}, \]

\[ \mathcal{A}_k^{(\cdot)}(\eta) = \mathcal{A}_k^{(\cdot)}(\xi), \eta) = \sum_{i=1}^{m} \rho_k^{i} \eta_i^{t-1}, \]

\[ k=1, \ldots, N; \ j=1, \ldots, Nm; \ s=1, \ldots, m. \]

Noting that \( r_k^{(1)}(\eta) = |\xi|^{m-1} a_k(\eta) \) and that \( \xi \) is fixed throughout the discussion, we see the equivalence of the following three statements.

1. \( \sum_{j=1}^{N} \lambda_j b_{j,k}(\eta) = 0 \ (mod \ a_k^*(\eta)), \ k=1, \ldots, N, \)

(with complex constant \( \lambda_j \))

2. \( \sum_{j=1}^{N} \lambda_j b_{j,k}(\eta) + \sum_{j=(N+k-1)}^{(N+k-1)} \mathcal{A}_k^{(j-(N+k-1)m,k)}(\eta) = 0, \ k=1, \ldots, Ns, \)

(with complex constant \( \lambda_j \))

3. \( \sum_{j=1}^{N} \lambda_j b_{j,k}(\eta) + \sum_{j=(N+k-1)}^{(N+k-1)} \mathcal{A}_k^{(j-(N+k-1)m,k)} = 0, \)

\[ k=1, \ldots, N; \ s=1, \ldots, 2m, \]
(with complex constant $\lambda_j$) imply $\lambda_j=0$, $j=1, \ldots, 2Nm$.

In order to see that the first statement implies the second, let us assume (2). Then (1) follows immediately. Consequently by the first statement, we have $\lambda_j=0$, $j=1, \ldots, Nm$, and

$$\sum_{j=(N+k-1)m+1}^{(N+k)m} \lambda_j R_k(j-(N+k-1)m)(\eta)=0, \quad k=1, \ldots, N.$$  

Since, for each $k=1, \ldots, N$, the polynomials $R_k^{(\sigma)}(\eta)$, $\sigma=1, \ldots, m$, are linearly independent, we have $\lambda_j=0$, $j=Nm+1, \ldots, 2Nm$.

Conversely assume (1) holds. Then, noting that the orders of $b_{j,k}(\eta)\leq 2m-1$, we obtain (2) with suitable constants $\lambda_j$, $j=Nm+1, \ldots, 2Nm$. This shows that the second statement implies the first. The equivalence of the second and the third statements is obvious. Furthermore, if we compare the coefficient matrices of (3) and (4) below, we see the equivalence of the third statement and the next one which is the conclusion of Lemma 2.5.

$$\sum_{k=1}^N \sum_{\sigma=1}^{2m} \beta_k^{(j,k)} \omega_{j-1}^{(k)} = 0, \quad j=1, \ldots, Nm,$$

$$\sum_{\sigma=1}^{2m} \rho_1^{(\sigma,k)} \omega_{j-1}^{(k)} = 0, \quad \sigma=1, \ldots, m, \quad k=1, \ldots, N,$$

(with complex constant $\lambda_j$) imply $Q^{(k)}=0$, $k=1, \ldots, N$.

Indeed the coefficient matrix of (3) is

$$\begin{pmatrix}
\beta_1^{(1,1)} & \cdots & \beta_1^{(Nm,1)} & \rho_1^{(1,1)} & \cdots & \rho_1^{(m,1)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_1^{(1,N)} & \cdots & \beta_1^{(Nm,N)} & \rho_1^{(1,N)} & \cdots & \rho_1^{(m,N)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_1^{(N,1)} & \cdots & \beta_1^{(N,N)} & 0 & \cdots & \rho_1^{(N,N)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_1^{(N,1)} & \cdots & \beta_1^{(N,N)} & 0 & \cdots & \rho_1^{(N,N)}
\end{pmatrix}$$

and that of (4) is its transpose.

**PROOF of LEMMA 2.6.** Taking a scalar $z$, let us consider

$$\mathcal{G}(z, \xi) = \int_0^\infty h(z\xi, \eta) d\eta$$

If we set $\eta=z\xi$, we have

$$\mathcal{G}(z\xi) = z \int_0^\infty h(z\xi, z\xi) d\xi = z^{i+1} \int_0^\infty h(\xi, \xi) d\xi$$

Thus the Lemma is proved.
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