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1. Introduction

While designing a sampling survey a list of the past population is sometimes used
as a frame of random sampling. But the sampling in the case is conducted on the
basis of the past data. As the results, units that did not exist at the time of sample
taking may be included while new units are excluded from the list of population.
Accordingly, when it is attempted to estimate a certain character of the true popula-
tion under this situation, it is expected that a much more accurate estimation may be
obtained by paying a close attention to the lost units as well as new units.

In this paper, an attempt is made to introduce a new method of figuring out the
lost units as well as new units and then, on the basis of this new method, to deduce
estimation of variance, optimum allocation, etc, of one-stage, two-stage and three-stage

stratified samplings.

2. The Case When the New Added Units are Known in the g-th Sampling

Let 7, be an initial list of a population. In the ¢g-th sampling, let the list of true
population be z,(unknown), D,oy=x,Ux,U...... Umg-, be the sum of the previous list
of a population(known), and A, be the list of newly added units in g-th sampling
(known), then, C, is a set of all absent in the g-th sampling, when it is defined in the
following manner:

By=7n;0\ Dy, €o=Dy.,—B, (unknown).

Obviously z,=A,;UB, and
D,_,=B,UC,. Let A,=1{6,,6,, ...... ,0uy Be={w, wy ..., wy}, and Co={wgsyy .cu... , Wy,
where M, N, A; and D,-, are known, but K is unknown. We consider the following
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random variables x; and y; defined on A, and D,.,, respectively. If 6,€A, then x(6,)
is a value of character @ under the consideration and if w&D,.,, then y(w) has a
non-zero value except y (w) =0 for we(,.

3. One Stage Stratified Sampling in Sequential Procedures,

We divided population into L nonoverlapping subpopulations and called them strata.
In the the g¢-th sampling of sequential procedures N elements in D,., and M
elements in A, can be divided into above L strate, respectively. Let elements of D,.,
in the i-th stratum be w;, w, ... s Wikiy,  Wikiny ceses , Wine Where w,, ...... » Wik S By,
Wikists weeens ywi&C,, and let elements of A4, in i~th stratum be 6,, 6, ...... , O, Let

the value of a character a of these again be y;;=y (w;;) for j=1, ...... K yi=y (i) =0

for j=Kiuy, woou No and zy=2(6:;) for j=1,......, M,. Obviously N=§;N,-, M=§:IM¢.

Ki
In the i-th stratum, let total value of a character « in B,, A, and D,_, be Y‘=Z:1y‘j’
<

M N; '

and total value of a character in the i~th stratum of true population z, be Ti=

_ M; _ Ni _ K i — Y" — X Y‘
X,-—Z‘, Z{—Z?.'j—-zlyaj= Y., their means be Y,= z X= Z,= respectively,
7= = J= s

Ki M;
Zly.-f+ le,'j= Y:+X.. In addition, the total value of true population x, is defined to be
J= i=

L L M, L K .
T:Z; X+ Y)=X Z"lx.-j-’rZ Sy.. Now, we draw a sample from each stratum inde-
= =t j= =upEn

pendently with equal probability. Let the sample size in the i-th stratum for D,_, and

A; be n; and m,, respectively, and let n; samples be y,', Yz ...... Yai (belong to B,),
Y s 1=Yiing =eee =y.si =0 (belong to C,;), and m,; samples be x./i iy ......x:n (belong
to As). '

Theorem 3-1 In the ¢-th sampling of sequential procedures

O 7 =i}< Zx.,’ +———Zy., )13 unbiased estimate of total T= —_ZT of the true

=1 n; =1
popuation x,.
(2) The variane of T is

1]‘{4.' ¢ ) 0.’ +N;2( N;—n, ) 0, ]

(3) Unbiased estimate of V(T) i

ij', ; ) S v 11\\//'.-‘—_1;.- )_S.zi]

A~ oA

V(T)=

|=’\
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where

M;

=L St . —7)e
- M jgl(x” x')

= ]\1,‘ gl(y.-j—?.-)2=7%7i—é‘ll(yu N‘) (NN‘ZK') ]

. 1 -
Sii= =1 gl(x';j"“x-‘l)z

S (B i B + (25 () )

(Prooy Since T= (2 $tr 4 BBy )

i=1 = Ry =1

so that
1 @, L 1 & y
E(1y=EME( 55 ) + B NE(~ 25

L L — L L
Z_:I Xt ZIN Yi=ng,~+Z:Y,-=T.

This proves (1).

Since (x4, xi %imi') and (¥, ¢id's oeeeees y,-,,,-’) are mutually independent, so that
. L/ M,
VD =V[35 (S S+ 2 S.)]
L mi ki
- = A 2
=RV End )+ ENV(5 £0)

_[‘ M_m,' 01,, Ns n; 02i2
= M) w N )
This proves (2).

Since

1

gy =

. [gwﬁ'—y/)u 3

=Rk (yij,—yil)z]
=1 [Z: (9 —7)* +( 5 ")(,2#-”)2]

n;,—1

=S4
so that E(S,2) =0,3 E(S:;% =0,2 so that
O [ & M;—m; \ 0, | & Ni=n; \ 0,32
— of A¥%i i N Vi of A¥s Tei ) T2i
Theorem 3-2 In the g¢-th sampling of sequential procedures, the variance of the
estimated total T in theorem 3-1, is the minimum when m; and #; are proportional to

Mg,
'\/ CI i '\/C21

respectively, where C;; and C,, are the cost per unit sampling from
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Aq and D, in the i-th stratum.

{Proof) Let C, represent an overhead cost.
Then the total cost is C=Co+i:l(C,;m;+Cz;n¢)

Since

M — My 01,‘2 N,-"'n \ ag ,'2
V(D= E[Mz( M—1 )i Nt ]
the problem is to minimize (V(7) with the restriction of cost C. We use the method

of Lagrangerian multipriers and select the m; and n; to be minimized:

m; ng

+A [c°+§1 (crim;+ Czi”-')]

af _L M alc . M g -
T =B B o]0 mi= TR (1)
af —_— L — N{ 024 N N d. 5
It U B R DR
Mowu . N
when M l—rM, N 1= Nu my . _———»\/E: . *—-———“/Cz"
If total size of sampling for i-th stratum is given, say »/, then we can get
_ n MU'], s ”INUH
= N2, ( MUI, Nio'z. ) : and 7,= «/~< Moy, Nazi
"\ Ver, «/cz, %\ Ve, «/c,,

4. Two-stage Stratified Sampling in Sequential Procedures

The population is dividedlinto L nonoverlapping subpopulations called strata, and the
i-th stratum has M; primary sampling units (P.S.U.) E;, Eq,...... Ea(1=1,...... L).’
E.;; is again divided into nonoverlapping stratum. In g-th sampling of sequential pro-
cedures, N elements in D,., and M elements in A, can be divided into L strata as in
the ahove, respectively, and i-th stratum has M; P.S.U. E,; is also again divided into
nonoverlapping stratum wij, ...... Wik, (belong t0 By), Wijckiiriys -eenes win,; (belong to
C,) and 65, ...... Oim; = Aq, respectively. Let the value of a character @ in clusters be
Yin=y@Wis) 10 k=1, .c....Kijs yi=9 (wiis) =0 for k=Kus+1, ......Nj and x.n=1(6,5) for
k=1, ...... M;;. Now, at each stratum, primary sampling is made independently. At the

i-th stratum, a sample of size M; is drawn with equal prabability and let Eq, Ei ......
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E.y, denote the P.S. U. drawn.

At the second stage, from each of P.S.U’s E;;(i=1, ...... L, 7=1,...... M) is drawn
independently, in which D,-, and A, are included, respectively. From E; (=1, ...... L,
7=1,.....M;) in D,., we draw sample size #,; with equal probability and observe the
number of elements and let it be ;' ...... Yo, (belong to Ba),  Yimsd =Yumd =...... =
Yijni =0 (belong to C,). Similary from E;; (i=1...... L,j=1...... M) in A; we draw samples
of size m,; with equal probability and let m,;; samples be x4/, xip ... Xijms
Theorem 4-1: At the g¢-th sampling of sequential procedures,

L M mi L ma
M) P=g B M By 5 M SN Yy

=1 M; =1 M =t i=1 ,,171,_,

is an unbiased estimate of the total

T——Z Xi+Y)= M‘ <A§xuk+2yvn>

x—l]— 2

(2) The variance of T is _
V= (M)t M S M s

20 S (B )

my J=1
where
1 Mj _ _ 1 My
2 — 2 J—
Orif ——557— Xijs—Xij Xig= 37— 2%ij
147 Mj h=l( iJk ;J) ’ 7 Mj hz=1 ik

a1 My YV, Nu—Kiy B
025 ———_N.-j {,§1<yi1k N ) +( N7 )Yw]
Nij K
Yi.i:ijijk:ijiik
k=1 k=1
(3) Unbiased estimate of V(T) is

V(f):il[ﬂlf( M_l )( Sn’;;sz» > . JEIMJ< Mj_l )Smh:jz

M it 2 Nij_nt.l \ SZ#J }
+ m; ,Zz:lN”< N—1 5
where
R
Slz.l_ m-,-——l—,,z::l(x’" Xij )2
kij Iz
. _ Y ( i kL_> z}
Sa.j =1 [ <_/w¢ i ) + P Yij
- 1 mi 1 Ay
’ 7 — ot
Xij m; - ltl.lk ’ !/u n; = l_’/uh
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kg
yu’=.§_§y.-f.'

{Proof (1)) Let E denote expectation of the first stage sampling and E"’ dentotoe

[

expectation of the second stage sampling when the first stage sampling is fixed.

E(T)=E[ZL:—J&‘§ M, “ﬁxd{*‘i Ny 2!/-1)]

i=1 M; =1 Wy k=l i=1 l Nij =i

=5 B[ 5 po( M z‘x,.)]

i=1 Mij =1

+5 B[ 5 po( N )

=1 Nij =t

M,

=3 B(-2e 2 x,)+ 5 B(2- 2 Y)

s=1 ¢

=T

{Proof (2)» A}” :ﬁf(ym l}\;:j 2= ]\} {Kj (!/;ih— ]}\;:j )2+kNZ‘{» (!/.'ih“ X/Z )2}
+

(&) =1 =Kij+1

i (B i ()

—_ 2
=02ij

Since V(T) V.LE® (T)I+EC vw(f), therefore
; ;

Eo(D)=Eo(f 28 M ¥y 525 N By

i=1 My =1 My k= m; ./—l iy
L M [ ( P 71
— i E(i) 15 X u . I)]
.Z=:x m; E j m;j 2—1 b Bij =1
L mi
=3 "ML DX+ Yy)
i=1 m, j=1

v(Eed]=v(3 5+ va)

=1 j=1

'—_i y ( ‘ZL g,(X‘j+ Y-'j))

=14 s J

_ZM2< A]{/[“ 1 )( 0“2;;:,02‘2 )

Y(‘)(T) ZV(Q[‘_“Z Mii zxm'+———2 u Zyuh]

Mg = M k=t m; =1 Nij k=t

=S B D ( A ) e () 5
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By D)=p{ () B () S () )

S0 () () e e ) )
1

i=1 Jj=1

V(f)=§ [M( A )(2itond )y Mo 8t gy o Moz ) ot

i=1 m m; =t ,j—l / m;i
+ M; E ( — Ny ) 0215 ]
m, i=1 NJ—l n(j

Proof () L3 (g —-LL)

~1 P
= ,..1_1 B o =LY+ 3 (= 2L
= ”a’l“l [gl(ym' o )+ (5= kid) ‘&} )
=S5us

ES&) =0 ESH) =0 E(Suf) =0y,
E(Sy5%) =0%5 so that,
ECV(T))=V(T).
Theorem4-2: In the g¢-th sampling in the sequential procedures, the variance of the
estimated total T in Theorem 4-1, is a minimum if m,; and n,; are proportional to

‘/M‘M”a“’ and ‘/M‘N"a”” , respectively, where C;; and C,; are cost per unit
‘\/(’mmn \/Czum

sampling from A, and D,-, in #j-th cluster.

<Proof> Let C, represents an overhead cost.

Then the total cost is
L M;
C=C,+ §1 ng (Crismij+ Coisnij)

‘The problem is to minimize V(T subject to the restriction of C. We use the method

of Lagrangerian multipriers and select the m;; and #;; to minimize

A L M
f i ma) =V(E) +A[Co+ 3, 3 Cuumis+ Crumi) )

That is,
_of _&¢ M (= Om) L&A~
“onmy; ,; ,Z=;l< m; ) M +2§1 ;g,c”‘ =0
of _
“ony =0

As the results,
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' MM.j0.; n = &/ MN;j02,;

mis= ‘\/XClijmi LA A ACy;m;

If the total size of sampling is given, say #/, then we get.

n' M,i01:5 o= nNu”zij
Now ( Mﬂm IREALE ) 1 Mﬂzd > A
W\ WCiui  VCui

m =
i NijOpii

Vo G+ M

5. Three-stage Stratified Sampling in Sequential Procedures.

The population is divided into nonoverlapping subpopulations and i-th stréturn has

M, primary sampling units (P.S.U.), Ey Ea ...... Eur =1, ...... L).

E,; isagain divided into M;; nonoverlapping which are secondary sampling units(S.
S.U.), Eigu Eija ... EiM;(G=1, ...... L j=1,.... M).

Ein (=1, ...... L, j=1,...... M, k=1,.... M) is also divided into nonoverlapping
clusters which are consisted with Aq By and C,. Then 8;eA.(I=1, ...... M), wiueB,
(=1, ...... Kii)y wime ColI=Kipn+1, ...... N;is).

Therorem5-1: Let the value of a character « in the clusters be
X =% (Bisa)» (I=1, .uc.s M)
Y=Yy W), (=1, ...... Kiis)
Y=y (wWin) =0, =K+l ..... Nij), then

in the ¢-th sampling of sequential procedures,

PN L Lomi me
1) T=X% M, > M Min jxuu

=1 M; =1 Myj lt 1 My i=1

L M mi mu ’
+Z i Z lJ ijk 2!/”‘1

=1 My =0 Mg k 1 Rije i=t

s Mij /Mg
is unbiased estimate of the total T—Z Z Z{(Zf x.,,,l+z{, y.,,,,) of the true population z,. -

i=li=1k=

(2) The variance of T is

V(T) :é][M‘z( 1]"/{/}’:";!; )( 012+8,F ) M, ZMNZ( Aﬁ'/ljl;_—mlu )( 01+ 02" )

m; my =1 mij
M; 4 u E'M Mis—majs \_Crii
+ =3 iih Moe ;
m; =\ M k=t ijk Mije
M, M‘ ‘; Z’N m — s \ O2uiis’
+—= in —1 -
m; ,-: Mii k=1 N;; ijn

where
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* - - X idk

(X=X Xin=37
i i s 2 Mjk

1

2
Trijs =
M

ME

1

[

022~jh='—1‘—KZ“;.k(y"»z"y‘jk)z Yin= Yos.
i Nijk & iJ 1. i N i

Miss Nijs
Xin= gxijkz, Y= ’Z_%/ijkz

(3) unbiased estimate of V(T) is

Slij2+szij2

=1

vd)= E[Mz( M=1 >( Serss ) ZM:(NJ{Z:{'

m,' mgjl

M; i M S
4 =t { ( ije " Mijn > lth }
m, J... m;j Z:'{ i Mﬁ;“ 1 Mijk

+—%§l{-%LA§Mf»2( Mo ) S }]

m; j m;j k=1 Nian—1 / ni
where,
ms.
=t
NYPPRES Z_f Toiw —Xiji )
2 ik .7 n2 =7 n2
Spin® =" ” [2 s’ —Gsin) * + (iin—Eiin) @iii') ]
=" xlm = 4 Yind )
Xije = PR Yuin ==, 2/ =3, Zisds
H ik =1

Y= Zl_l/ idnte

{Proof (1)) Since E(T)=EE®E® (1),
. £ J k

EE(')EG")[Z M ﬁ M.i "ﬁ Mo'jll mﬁ‘.xijul
1

=1L My =1 My b=1 Mg =

mi M mij ” hijn
+Z Z - th ZyijkllJ

=1 My j=1 My k=t Ny 0=t

=EE®( 2 3t g | M

Mijx =1

=',E€:(‘.) [é e ':‘j (Xiint Yiia) ]

=E z——§E<'>{ £ 3} (Kt Vi) }

(Proof (2) >

Sk Zxclhl

)i

iJk

N kijx ,
iia gxlyim }]

m;j

)

33
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v(h=y[Eo @) +E[ve Eo @)+ E[Eo (v D)]
god=% M8 Ji ¥t Y
Eo[Eo(D)|=3, 25 Xt Vo)
rleorgom) =) =55
popoty )= (4 s (g 2zt
Elyotg ] =§( (e st

v D= () ) Bl (Hi2es)

+ Nl () S

o[y )= ()8 & Mo

my /=1 My k=1

«
+N-,-,.<N”' n,,,)o” }
(
)

M ja— i ) Triji
Msn—1 Miin

g(poyord]=5 e 5t S5 (e

Mij— mn) Uuh
j=1 My =

fk_l

+Mj1.( Nin— ”:h \ Taiin’

Nijx Rijn
Therefore
V(T) ZM”( ]ll\ll, ”il )( 0“2;‘0.2‘ )+2( - )Z M,? ( _”iﬂ‘f )( o'lij‘:n‘za'zsz )
+ 5 () B () () S
N (St ) o
{Proof (3))
Since

1 nijk -
Spiii= ‘n‘;'_T' Z Yo' —¥:i)?

kij

— 1 ( _‘y-'_jiy "4 ( /___yn )
= =1 [2 Yiin Nie +z=~§. Yiim P ]
Yiix
Nifs

kij
= (B = 7Y ¢ O (4]
and E(Sl.‘:) =0'l,'2, E(SZ‘.Z) =LT:,~2, E(Slgjz) -—0'1“2, E(Szlﬁ) _‘0'2:‘.72- E(S““ ) =0.”jkz’ 'E(Sz.'jhz)
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=0
so that
EV(TY=v(T) ;
o
Theorem 5-2: In the g-th sampling of sequential procedures, the variance of the esti-

mated total 7 in Theorem 5-1 is the minimum when m;; and #;; are proportional to

VMM ; Mija0 s ' MM, Nij02iin
and
v Cramm; v Czifkmimij

respectively, where Cyj, and C,;j, are the cost per unit sammpling from A, and D,y in
E;j clusters.

{Proof) Similar to Theorem 4-2, we can prove Theorem 5-2, and if total size of sam-
pling is given, say #'=m,;;+n;; then we can get

4
7 Mija Orii

“h T ( M.jn 010 + Nijs 025 ) ’
1idx
+ ‘\/Cm'k \/Czijn
e 7' Nyju Oaiin
=

M 01:4s Nijx O2iin
\/sz( '\/CZifh * \/sz >
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