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1. Introduction

The object of the present note is to define a generalized Special Function of \( n \) variables. This function incorporates, as its special cases, Fox's \( H \)-function [2] and \( H \)-function of two variables introduced by Verma [8], which in turn includes the generalized function of two variables defined by Sharma [7] and Agarwal [1]. It also generalizes nearly all the known Special Functions of \( n \) variables, e.g., the Lauricella’s function \( F_{A'} F_{B'} F_{C} \) and \( F_{D'} \). Besides including the known Special Functions of \( n \) variables, as special cases, it leaves the possibility of defining through this new \( H \)-symbol, a great many Special Functions of \( n \) variables not so far recorded in the literature. It is expected that the study of this function will lead to very general, deeper and useful results in the theory of Special Functions. On account of the applications of the \( H \)-function of one variable in the various Statistical distributions, it is also expected that this function will play a very important role in the development of certain new properties of the Statistical distributions.

In what follows \( (x, n) \) denotes the sequence of \( n \) parameters \( (x_1, x_2,..., x_n) \) and the symbol \( (a, A) \) the sequence of \( p \) ordered pairs \( (a_1, A_1), ..., (a_p, A_p) \).

2. Definition of \( H \)

We define the generalized function of \( n \) variables by means of \( n \)-fold multiple integral of Mellin-Barnes type as

\[
H_{A, (M_n : N_n), B, C, (P_1 : Q_1), ..., C, D, (P_n : Q_n)} \left[ \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_n \end{array} \right] = \frac{1}{(c_1, \eta) (d_j, \rho_j) ; (e_j, \gamma_j) ; (f_j, \beta_j)}
\]
\[
= H \left. \begin{bmatrix}
\alpha_1, \gamma_1, \ldots, \alpha_n, \gamma_n \vphantom{2^n}
\alpha_1^{(1)} P_1, \gamma_1^{(1)} P_1, \ldots, \alpha_n^{(1)} P_n, \gamma_n^{(1)} P_n
\end{bmatrix} \right|_{x_1}^{x_2}
\]

where \(x_j \neq 0\) (\(j = 1, \ldots, n\)) and an empty product is interpreted as unity. Further \(A, C, D; M_1, \ldots, M_n; N_1, \ldots, N_n; P_1, \ldots, P_n\) and \(Q_1, \ldots, Q_n\) are integers satisfying the inequalities

\[
0 \leq A \leq C, \quad 1 \leq M_j \leq Q_j, \quad 0 \leq N_j \leq P_j \quad (j = 1, \ldots, n).
\]

The sequence of parameters in the integrand of (2.1) are such that none of the poles coincide. That is the poles of the integrand of (2.1) are simple. In case the poles are not restricted to be simple, then by adopting a procedure due to Frobenius, the integral in (2.1) can be evaluated in terms of \(\Psi\)-functions and generalized Zeta functions. In this connection, see [4] and [5] also.

The paths of integration are indented, if necessary, in such a manner that all the poles of \(\Gamma(\alpha_j^{(r)} - \sum_{j=1}^n s_j r_j)\) for \(j = 1, \ldots, A; \) and \(\Gamma(\beta_j^{(r)} - s_j \beta_j^{(r)})\) for \(j = 1, \ldots, M_r\) and \(r = 1, \ldots, n\) are separated from the poles of \(\Gamma(1-\alpha_j^{(r)} + \alpha_j^{(r)} s_j)\) for \(j = 1, \ldots, N_r\) and \(r = 1, \ldots, n\).

From the asymptotic expansion of the gamma function, it readily follows that the integral in (2.1) converges if

\[
\lambda_i < 0, \quad \mu_i > 0, \quad \text{arg} \ x_i < (1/2) \pi \mu_i \ (i = 1, \ldots, n)
\]

where

\[
\lambda_i = \sum_{j=1}^M \gamma_j^{(r)} + \sum_{j=1}^1 \alpha_j^{(r)} - \sum_{j=1}^D \beta_j^{(r)} - \sum_{j=1}^Q_s \beta_j^{(r)}.
\]

\[
\mu_i = \sum_{j=1}^{M_i} \beta_j^{(r)} + \sum_{j=M_i+1}^P \beta_j^{(r)} + \sum_{j=1}^{N_i} \alpha_j^{(r)} - \sum_{j=1}^{Q_i} \beta_j^{(r)} + \sum_{j=1}^{A_i} \gamma_j^{(r)} - \sum_{j=A_i+1}^C \gamma_j^{(r)} - \sum_{j=1}^D \beta_j^{(r)}. \tag{2.3}
\]
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Whenever there is no risk of ambiguity, the generalized function of \( n \)-variables represented by the integral (2.1), will be denoted by the contracted notation

\[
H^{A,(M;N)}_{C,D,(P;Q)} \left[ \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_n \end{array} \right]
\]

or simply by

\[
H \left[ \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_n \end{array} \right].
\]

3. Asymptotic expansion of \( H \left[ \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_n \end{array} \right] \)

The behaviour of the generalized function of \( n \)-variables in the vicinity of \( x_1 = x_2 = \ldots = x_n = 0 \), is given by the relation

\[
H \left[ \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_n \end{array} \right] = 0 \left\{ \prod_{j=1}^{n} |x_j|^{\phi_j} \right\},
\]

where

\[
\phi_j = \min \left\{ \frac{\beta_r^{(j)}}{\beta_r^{(j)}}, \right\} \quad (r=1,2,\ldots, M_j).
\]

On the other hand, when \( |x_j| \rightarrow \infty \) (\( j=1,\ldots,n \)), the associated function

\[
H^{(1)} \left[ \begin{array}{c} x_1 \\ \vdots \\ x_n \end{array} \right]
\]

which corresponds to the case \( A=0 \) of \( H \left[ \begin{array}{c} x_1 \\ \vdots \\ x_n \end{array} \right] \), has the behaviour

\[
H^{(1)} \left[ \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_n \end{array} \right] = 0 \left\{ \prod_{j=1}^{n} |x_j|^{\phi_j} \right\},
\]

where

\[
\phi_j = \max \left\{ (1-\alpha_r^{(j)})/\alpha_r^{(j)} \right\} \quad (r=1,\ldots,N_j).
\]

4. Interesting particular cases

The following results are immediate consequences of the definition (2.1).
(i) When \( n=2 \), (2.1) reduces to Verma's \( H \)-function of two variables [8] which itself is a generalization of Agarwal's \( G \)-function of two variables [1].

(ii) On the other hand, for \( A=C=D=0 \), the generalized function of \( n \)-variables breaks up into a product of \( n \) \( H \)-functions.

We thus have

\[
H_{0,(M_r:N_r)} \left[ \begin{array}{c}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{array} \right] \quad \begin{array}{c} \vdots \\
\vdots \\
\vdots \\
\vdots
\end{array} \quad \begin{array}{c}
a_j^{(r)} \\
\alpha_j^{(r)} \\
\beta_j^{(r)}
\end{array}
\]

\[
= \prod_{j=1}^n H_{P_j, Q_j} \left[ \begin{array}{c}
X_j \\
\vdots \\
\vdots \\
\vdots
\end{array} \right] \begin{array}{c} \vdots \\
(a_j^{(r)}, \alpha_j^{(r)}) \\
(b_j^{(r)}, \beta_j^{(r)})
\end{array}
\]

(4.1)

5. A Single integral representation

The formula to be proved here is

\[
\int_0^\infty \prod_{r=1}^s H_{M_r, N_r} \left[ \begin{array}{c}
X_r \\
\vdots \\
\vdots \\
\vdots
\end{array} \right] \begin{array}{c} \vdots \\
(a_r^{(r)}, \alpha_r^{(r)}) \\
b_r^{(r)}, \beta_r^{(r)}
\end{array} 
\]

\[
\times H_{C, D} \left[ \begin{array}{c}
d_C, \delta_C \\
\gamma_C, \rho_C
\end{array} \right] dt = H_{A, (M_s:N_s)} \left[ \begin{array}{c}
(x_{1/s}) \\
\vdots \\
\vdots \\
\vdots
\end{array} \right] \begin{array}{c} \vdots \\
(e^{c,C_1}, \gamma_1, \delta_1) \\
(a_j^{(r)}, \alpha_j^{(r)}) : (b_j^{(r)}, \beta_j^{(r)})
\end{array}
\]

(5.1)

where \( R \left[ \sum_{r=1}^s \min(a_1^{(r)}) + \cdots + \min(a_{M_r}^{(r)}) \right] > 0 \), \( j=1, \ldots, s : k=1, \ldots, M \) : \( \lambda_j < 0 \), \( |x_j| < (1/2)\pi \alpha_j(j=1, \ldots, s) \) and \( |y| < (1/2)\pi \sigma \).

where

\[
\sigma = \sum_{j=1}^M \gamma_j - \sum_{j=M+1}^Q \gamma_j - \sum_{j=1}^N \delta_j > 0.
\]

(5.1) readily follows on using the definition of the \( H \)-function of one variable [2, p.239] in its integrand and applying the relation (2.1).

A special case of (5.1) for \( s=2 \) has already been given by the author [6, p.187].
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