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Abstract

This paper deals with the computer program of finding the minimal sum-of-products for

a switching function by using the MASK method derived from the characteristics of the
Boolean algebra. The approach differs from the previous procedures in that all the prime
implicants are determined only by the bit operation and the minimal sum-of-products are
obtained by the modified Petrick method in this work. The important features are the
relatively small amount of the run time and the less memory capacity to solve a problem,

as compared to the previous computer programs.

1. Introduction

The minimization of switching functions invol-
ving many variables is a difficult task. For these
cases, the Karnaugh map approach breaks down
and tabular or algorithmic method due to McCl-
uskey, based on an original technique due to
Quine, is used as a hand computation technique
or better still programmed for a digital computer.
The basic idea of the minmization is to examine
each term to see if the Boolean theorem AB+
AB=A can be applied. This results in a complete
list of all the prime implicants for the function
concerned. Then the set of the prime implicants
that covers the function is obtained from the
larger set of all prime implicants.

Several papers have treated the problem by
this process and this paper also handles the
problem in a similar way. Nevertheless, it differs
from the previous work in identifying the prime
implicants. This difference can make the minim-

ization process more efficient, since only those
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prime implicants that are not involved in other
prime implicants are generated directly by the
MASK method presented in Section ]I. In the
selection process of finding the minimal sum-of-
products, a minmum covering of the given mint-
erms are determined by the modified Petrick
In Section [V

computer program techniques and the flow chart
are described.

method presented in Section [I.

. Identification of the Prime Impilcants

Almost all of the procedures in references [13-
[23] treat the minimization process as two sepe-
rate parts. First, all of the prime implicants are
generated from the given minterms. This is PI
identification. Then the set of prime implicants
that best cover the switching function is chosen
from the larger set of all prime implicants. This
is PI selection.

In this section, the identification process for
the prime implicants is discussed. There are sev-
eral computer algorithms for the minimization of
the switching function, but the basic idea is the
same. According to the Boolean theorem AB-+
AB=A(B+B)=A4, all the prime implicants are
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generated from the combinable minterms. Conve-
rsely, the Beoolean canonic form of minterms are
directly obtained by using the following property
of tke prime implicant arnd the Mask method.
1) Property ¢f the Prime Implicant
Definition:
Let F(xy, zay ...

minterm of » variables &y, zz, ..

, =,) be a Boolean canonic
.» Z.. The partial
1=i<n, 18

derivative of F with respect to z;,

defined as
7
dF .
———=F(), Zay cary Tiy evey T D
adx;
Flzyy Toy veey Biy vnny Zu)e

Theorem 1: (Property of the prime implicant)

If the prime implicant has the » eliminated
literals and the number of the input variables is
m, Boolean canoni: minterms whose number is

~ . .C,(=2") satisfy the following equation,
TTT

Z" AF(G(Xp1, Xpoaen- ,X‘p(,,.—-.))u\:h Xaoon XJ) =0
=1 aX;
where G(X,, Xz, «vvy Xpm-m, denotes the

prime implicant and X, indicate the eliminated

bit positions and j )i is the partial deriv-
ative (or Boolean difference) of F with respect
to X, (see Reference [247).
Proof:
First, for »=1, there exists an eliminated bit
X, satisfying,
dF(G(Xpn, Xeos ...
dX
=F(G{Xpn, Xpz vvs Xotm-13)s X0D
F(G(Xpy Xpzs vvvs Xptm-13)s X1)
=F(G{Xn, Xozy +vvs Xotw-v)s 1D
F{G( Xy Xiay cuvs Xotm-130s 0)
=1P1=2. D
Thus the equality holds for n=1.

] Xﬂ(m'l).)v Xl)

Now assume that the equality holds for n=%

'vk! dF(G(XNs Xﬁ2’ e yXI'(m—h)y le Xz; LR
<= ax;

Ed XI:) =0

@
To prove that it holds for z=k-+1, the partial
derivative can be applied.

ﬁdF(G (X1, Xpzs. o s Xi(m-h.-l)) 3 X1y Xazv o v s Xy Xia)

i=1 i

__"Z”:dF(G(Xm; Xozs oo s Xotm-i-13)s Xat1y X1, Xy - . Xa)
- i=1 dX,

Let [G(XnyXezs -« s Xotmes-2)y Xae1] and [G (X,
Kozs oo s Xotmon-10)s X1y Xay ooy Xa] be H(Xp1y Xoas
covs Xitm-w) and P(Xu, X
ectively. Thus it yields,

ovs Xptm-1), resp-

A dF(H<XP1s XPZ’ LR Xﬂ(m-k))’ Xl, XZ)---
% dX;

le(P(X»h Xos s Xp(m—;)), Xln+1>
& X
=0+0=0(from equation (1) and (2)).
Q.E.D.

9Xb)+

Example 1:

Consider the Boolean canonic minterms from the
prime implicant, X,X,X,, whose eliminated bits
are X; an X,

From the above theorem,

dFG(X, X0 XD X0 Xs

7 =(X1,)_(2,X3:X47X5)@
dX, - =
G(Xl,xzsxa)XhXS)
AFG(X,,X o, X 3
POl o XoXe) o (X, R X X XD @
G(XI)XZ:XMXHXS)
IECHR XXX P G(X, %% Ko X0 ®
-5
F(XhXZ»XhXJ’XS)

Hence, the canonic minterms are X, X,X,X. X,
XXX XX, XXX XX, and X, XX XX
And note that the number of the generated
minterms is 2', where 7 is the number of the
elimirated Dbits,

2) Mask Method

From the above discussion, the prime implicant

can be obtained by using the Mask Method

that is described by the following theorem 2.
Definition:

If the given set of minterms are arranged in
ascending crder of decimal equivalence of each
binary minterm the lowest minterm is called LM
and the highest minterm is said to be HM.
Theerem 2: (Computer algorithm for finding the

prime implicants)

The prime implicant can be generated from the
given set of minterms if and only if the follow-
ing relations hold.

Relation 1: Let the lowest minterm of the sel-

ected set of the given minterms be
LM and the highest minterm HM.
LM .AND. HM=LM
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where .AND. denotes the bit oper-
ation.

Relation 2: Let the result of LM. EX-OR. HM
be MASK which shows the position
of the eliminated bits. After perfo-
rming the OR operation (OR mask-
ing) with MASK for all through
the selected set of minterms, the
number of the same result equal to
HM is 27

Proof: From the property of the prime implicant

(Theorem 1), there exists a prime implicant

which satisfies the following equation,

Z"dF(G(Xm, sz, .o sXP(m~u))yXl7 XZ’ Al

L XD
X,

where the lowest minterm and the highest
minterm of the given set of minterms is
F(G( X1y Xozsevr s Xotm-m)50,0y...,0) and
F(G(Xp1y Xpzseoos Xotmem)s 1,1,...,1) respecti-
vely.
Since each minterm (LM and HM) has the same
prime implicant term, without loss of generality
relation 1 holds for these two minterms.
F(G(Xp1s Xozs vvoes Xptm-nd)s 0, 0, ..., 0) LAND.
F(G( X1y Xozs ooes Xotmm)s L 1y vey 1D
=F(G(Xp1» Xozs ooy Xptm-n)s 0,0y ..ty 0)
/And to find the position of the eliminated bits,
the EXCLUSIVE-OR operation is applied to
these two minterms satisfying Relation 1
F(G(Xp1y Xpzseves Xotm-m)s 0, 0y ooty ) .EX-OR.
FG(Xp1y Xpzy ovvs Xotm-m)s I, 1, iy 1)
=F(G0,0,...,0,1,1, ..., 1)
From this result, the eliminated bit positions
which are set to 1 are obtained. Next, the 2"
minterms are checked by setting the eliminated
bit positions, since they have the same term,
G(Xp1, Xize vevs Xotm-m)e
To computerize this, OR masking method is
used for the purpose of setting the eliminated
Dbit positions to 1. And then, there must be 2"
terms which are equal to HM if the given set
of the minterms has the prime implicant.
Q.E.D.
Example 2:
Extract the prime implicant from the following

minterms by the theorem 2, called the MASK
method,

0000---LM

G010

0101

1000

1010---HM.

Step 1: Check if the relation 1 is satisfied.
0000 .AND. 1010=0000

Step 2: Check if the relation 2 is satisfied.
MASK=0000 .EX-OR. 1010=1010
And then perform the OR operation
with the given set of minterms.

0000 .OR. 1010=1010*

0010 .OR. 1010=1010*

0101 .OR. 1010=1111

1000 .OR. 1010=1010*

1010 .OR. 1010=101¢*

Check if the number of the same values
which are equal to HM is 22

In This example,

the number of \1’s is 2 and the number
of the same value as HM is 4.

Step 3: If the given set of minterm satisfies
step 1 and 2, the prime imlicant is
obtained by eliminating the bits (whose
positions are shown in MASK) of LM

or HM.
LM:+++-0000
MASK...... 1010

Hence, the prime implicant is X0XO,

For a switching function, its prime implicants
can be generated by this MASK method. Because
of its testing between LM and HM, the smaller
cost of a prime implicant is generated rapidly by
the MASK method. The essential advantages of
the MASK method are the rapid generation of
the prime implicants and a less amount of run
time and memory capacity of its computer prog-
ram.

The logical opereations used in the MASK me-
thod cannot be simply performed manually beca-
use of the inability of man to handle too many
bits, but they can be performed very easily by
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digital computer. Hence, the MASK method is
well suited for the computer programming of the

prime implicants generaticn.
M. Selection of the miiimal sum-of-products

To select the minimal subs2t of the prime
implicants, the prime implicant table should be
constructed with the prime implicants that are
not dominated The selection process for the mi-
nimal sum-of-products of a given Boolean switc-
hing function can be carried out as follows.

1) Determination of the minterms which are
not reduced to the prime implicant:. The
number of checks is determined columnwise
for each minterm. And then if the number is
0, the corresponding minterm is not reduced.

2) Determination of the essential prime impli-
cants: If the counted number is 1, the corr-
esponding prime implicant is the essential pri-
me implicant.

3) Selection of the chosen prime implicants
from the cyclic table by the modified Petrick
method: The Petrick method is very useful
in selecting the chosen prime implicants, but
the selection of a minimum subset of prime
implicants is a very difficult problem, even
for digital computer (especially for the cyclic
table with the large number of prime impli-
cant). To computerize the Petrick method, it
can be modified as follows.

1) Modified Petrick Method.

In this method, each row of the prime im-
plicant table is considered as a binary variable
and a product-of-sums expression is derived
for the complete table. This function is called
a prime implicant function (£), and each
variable corresponds to a prime implicant of
the original switching function (see Fig. 1).

From Fig. 1, to account for all the terms
in the table, the prime implicant function P
is obtained as follow,

P=(A+B+D)(B+E)(A+B)(C+D)(A+D)

(A+O).
Since this is a Boolean expression, it may be

reduced in the normal way.
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Fig. 1. The cyclic prime implicant table.
Taking the complementation on P,
P=(A+B+D)(B+E)y(A+B)(C+Dy(A+D)

A0y
=(A+B+D)+B+E)+(A+B)+(C+D)+
(A+D)+(A+C)
=ABD+BE+AB+CD+AD+NCT
=A(BD+B+D+C)+BE+CD.
Assuming the lowest cost of the function P,

the result is
P=A+BE+CD.
Thus P=A(B+E)(C+D) and_the chosen prime:
implicants are
A, Bor E, C or D.
2) Procedure for PI selection by the Modified
Petrick method

To computerize this procedure, following steps-

are given.

Step 1: Count the number’of” the checks in each
row of the prime implicant table and’
let it be the original cost.

Step 2: Count the number of the checks in each
column of the cycle prime implicant
table and let it be K.

Step 3: If the value of K is 0, the correspon
ding minterm is selected as-the not-red-
uced minterm, and if the value of K is
1, the prime implicant which implies °
the check is selected as™ the! essential
prime implicant,

Step 4: Eliminate the checks in the correspon-
ding minterm columns which are redu-
ced to the essential prime implicants.
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Step 5: Count the number of the checks in each
row of the cyclic prime implicant table
and let it be the new cost of the corr-
esponding prime implicants.

‘Step 6¢ Select the chosen prime implicant which
has the maximum value of a new cost.
If all the minterms are covered, go to
the Step 7. Otherwise, go to the Step 5.

Step 7: Stop.

IV. Computer programming by the MASK met-
hod and the modified petrick method

The minimization algorithm, called the MASK
‘method, generate the prime implicants from the
given set of minterms. All the operations of the
MASK method are the bit operations, and so they
-can be directly programmed by the assembly
language. But, for convenience sake, they are
programmed by the FORTRAN language.

In the computer programming the logical oper-
ations are performed by the FORTRAN as foll-
~OWS.

1) Programmings for the following statements:

a. IF LM .AND. HM=LM GO TO 1 OTHER

WISE GO TO 2
DO 10 I=1, N
IECLMD-HM(I)) 2, 10, 10
10 CONTINUE
GO TO 1
where the number of variables is N.
b. LET LM .EX-OR. HM BE MASK
DO 20 I=1, N
IF MO +HM(D.EQ. 1) GO TO 30
MASK()=0
GO TO 20
30 MASK(D=1
20 CONTINUE
<. OR-MASK WITH MASK THROUGH LM
TO HM AND COUNT THE SAME VALUES
EQUAL TO HM
COUNT=0
DO 50 I=1, M
DO 40 J=1, N
IF(MASK(D.EQ. 1) GO TO 40
TFXJ, D.NE.HM(J)) GO TO 50

— 41 —

40 CONTINUE
COUNT=COUNT +1
50 CONTINUE
where K(1,]) is LM and K(M,]) is HM.
2) Programming for the modified Petrick method:
Let the original cost be OCOST and the new
cost NCOST. The procedure selecting the chosen
prime implicants is programmed by the FORT-
RAN language as follows.

CP=1
OBIG=0COST (1)
NBIG=NCOST (1)
DO 60 I=2, N
IF(NBIG—-NCOST (1)) 44,55,60
44 NBIG=NCOST(D)
OBIG=0CO0ST(I)
CP=1
GO TO €0
55 IF(OBIG—0OCOST (I)) 77,60,60
77 OBIG=0COST(I)
Cp=I1
60 CONTINUE
where CP is the chosén prime implicant
number and N is the number of prime
implicants in the prime implicant table.

The flow chart for the computer programming
of the switching function by the MASK method
is shown in Fig. 2. The prime implicant identif-
ication section is executed by the modified Petr-
ick method.

All the minterms inoluding don’t care minterms
are read in decimal number. And then they are
converted to the binary form in order to perform
the bit operation. Applying the MASK method
to the selected set of minterms, the prime impl-
icants are generated simply and the prime impl-
icat table is easily constructed.

From the prime implcant table, at first not-
reduced minterms and the essential prime impli-
cants are generated. Then the cyclic prime imp-
licant table is obtained and the modified Petrick
method is applied to this cyclic table. In this
procedure the chosen prime implicants are taken
but these are not unique solution because of the
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Fig. 2. The flow chart for the computer progr-

amming of the switching function.

optional selection from the prime implicants wh--
ich have the same cost.

The computer program of minimizing the swi-
tching function is listed in Appendix.

V. Conclusions

The MASK method, described in Section [,
contains two new algorithms for identifying the-
prime implicant. This method is well suited for
the computer program and found to be more-
efficient than other computer program, since
algorithms are handled by the bit operation. In
fact, this program is programmed by the FORT-
RAN language but the computation time and the-
memory capacity will be much less reduced if
programmed by the assembly language.

By comparison with the Quine-McCluskey(QM}+
tabular procedure, the QM procedure identifies a
larger implicant only after exhaustively identif-
yving all of the smaller implicants that subsume
it. But a larger prime implicant of the given set.
of minterms is directly obtained by the applying:
two algorithms.

As a comparison, aset of minimization problems.
is run by using both the computer program in
appendix of reference.18] and FORTRAN version
of the MASK method. The results of this comp-
arison are listed in Table 1. These are only loose
comparisons. Interested readers are urged to con-

Table. 1 Results of comparison between the M-
ASK method and another minimization
program.(Both programs are executed
on FACOM 230-28S)

. oo | Bt | o

ple riables | Erogram § MASK
in [187 method |

1 3 0.374 0. 466 0.80

2 3 2.017 0.512 | 3.94

3 4 2.179 0.840 2.59

4 4 2.503 0.839 2.98

5 5 5.476 1.239 4.42

6 5 4.833 1.078 | 4.48

7 6 17.894 2.803 6.38

8 6 22.389 3.391 6.60

9 7 145,979 32.678 4.47

10 7 134.231 26.042 5.15
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tact the authors for details. Table 1 shows that
the MASK method is faster in all but one case.
These are concluded as follows;

1) The computer program by the MASK met-
hod gives answers close to the minimal cost
and requires the less computation timeas com-
pared to others in the same variables. (see
the results of Table 1)

2) As the input variables increase, the compu-
ting time increase at a lower rate.

3) If programmed by the assembly language, a
much less amount of the computaticn time
and the memory spaces will be required.

4) For the multiple output simplification cases,
the MASK method can also be applied.
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