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1. Definitions and notations

Let $s_n$ be the $n$-th partial sum of a given infinite series $\sum_{n=0}^{\infty} a_n$ and let $B=(b_{n,m})$ be a normal matrix (see [11]). Then we define the sequence to sequence transformation of a sequence $(s_n)$ by

\[ t_n = B(s_n) = \sum_{m=0}^{\infty} b_{n,m} s_m. \]

We say that $\sum_{n=0}^{\infty} a_n \in |B|$, if

\[ \sum_{n=0}^{\infty} |t_n - t_{n-1}| < \infty, \]

where, by convention, we assume $t_{-1} = 0$.

Let $(p_n)$ be a sequence of constants such that $P_n = p_0 + p_1 + \cdots + p_n \neq 0$ and $P_{-n} = p_{-n} = 0$ ($n \geq 1$), and let

\[ b_{n,m} = \begin{cases} \frac{p_{n-m}}{P_n}, & n \geq m \geq 0 \\ 0, & n < m. \end{cases} \]

Then $|B|$ summability is called $|N, p_n|$ summability. If in addition $p_n = \Delta_n^{-1}$ ($\alpha > -1$), where

\[ \sum_{n=0}^{\infty} \Delta_n^{-1} x^n = (1-x)^{-\alpha} \quad (|x| < 1), \]

then the $B(s_n)$ and the $|B|$ summability reduce to $(C, \alpha)$ ($\alpha > -1$) mean and $|C, \alpha|$ summability, respectively.

Let $\sigma_n^\alpha$ and $\tau_n^\alpha$ denote $(C, \alpha)$ mean of $(s_n)$ and $(n a_n)$, respectively. Then (see [8])

\[ n(\sigma_n^\alpha - \sigma_{n-1}^\alpha) = \tau_n^\alpha. \]

A sequence $(u_n)$ is said to be convex if and only if $\Delta^2 u_n \geq 0$, where $\Delta u_n$
$u_n - u_{n+1}$ and $\Delta u_n = \Delta (\Delta u_n)$. We shall write throughout $y_n = P_n x_n / n^\alpha (\alpha > 0)$ and

$$M = \left\{ (p_n) \mid p_n > 0, \frac{p_n + 1}{p_n} \leqslant \frac{p_n + 2}{p_n + 1} \leqslant 1 \right\}.$$

2. Introduction.

The following theorems, concerning the $|N, \frac{1}{n+1}|$ summability factors, are due to Mohapatra, Das and Srivastava [10]:

**Theorem A.** Let $0 < (\varepsilon_n) \uparrow$, $0 < (\lambda_n) \downarrow$ and that

$$\sum_{i=1}^{\infty} \varepsilon_n \lambda_n = O(1), \quad \sum_{n=1}^{\infty} n \lambda_n |\Delta^2 \varepsilon_n| < \infty.$$

Then $\sum_{n=1}^{\infty} a_n y_n \in |N, \frac{1}{n+1}|$, whenever

$$\sum_{n=1}^{\infty} |\Delta \sigma_n^\alpha| = O(\lambda_m) \quad (\alpha > 0).$$

**Theorem B.** Let $(\varepsilon_n)$ be a convex sequence such that $\sum_{n=1}^{\infty} n^{-1} \varepsilon_n$ converges. Then

$$\sum_{n=1}^{\infty} a_n y_n \in |N, \frac{1}{n+1}|,$$

whenever (2.2) holds.

The object of this paper is two fold: Firstly, we study, in sections 3-5, $\sum_{n=1}^{\infty} |N, p_n|$ summability of the factored series $\sum a_n y_n$ whenever we make certain assumptions on $(p_n)$, $(\varepsilon_n)$ and $\sum a_n$. Secondly, in sections 6-8, we study the absolute Nörlund summability and absolute convergence factors of Fourier series.

**Theorem 1.** Let $(p_n) \in M$ and let $(\varepsilon_n)$ satisfy the following conditions:

$$(2.3) \quad \begin{cases} (i) \ 0 < (\varepsilon_n) \uparrow \text{ and bounded;} \\ (ii) \ \sum_{n=1}^{\infty} n |\Delta^2 \varepsilon_n| = O(\varepsilon_m) \end{cases}$$

$$(2.4) \quad \sum_{n=1}^{\infty} |\Delta \sigma_n^\alpha| < \infty \quad (\alpha > 0).$$

Then $\sum_{n=1}^{\infty} a_n y_n \in |N, p_n|$ $(\alpha > 0)$, provided the following condition holds:

$$\sum_{n=1}^{\infty} n^{-1-\alpha} p_n < \infty \text{ for } 0 < \alpha < 1^*.$$

* It may be noted that this condition is not required in the case when $\alpha \geq 1$. 
THEOREM 2. Let \((\varepsilon_n)\) be a sequence such that (2.3) and (2.4) hold. Then

\[
\sum_{n=1}^{\infty} n^{-\alpha} |a_n \varepsilon_n| < \infty \quad (\alpha > 0).
\]

3. Necessary lemmas

We need the following lemmas for the proof of our theorems:

**Lemma 1.** Let \(0 < (p_n)\) \(\ddagger\) and let \((\varepsilon_n)\) satisfy (2.3). Then

\[
y_k - y_n = O \{(n - k) k^{-1 - \alpha} p_{k+1}\} \quad (\alpha > 0).
\]

**Proof.** We have

\[
y_k - y_n = \sum_{r=1}^{n-1} r^{-\alpha} P_r \Delta \varepsilon_r + \sum_{r=k+1}^{n} \{P_r \Delta (r^{-\alpha}) - (r+1)^{-\alpha} p_{r+1}\}
\]

(3.1)

\[
= \sum_{r=1}^{n-1} r^{-\alpha} P_r \Delta \varepsilon_r + \sum_{r=k}^{n-1} O \{r^{-1 - \alpha} p_r}\,
\]

and (2.3) implies that \(\sum_{n=1}^{\infty} |\Delta^2 \varepsilon_n| < \infty\), therefore it follows by Andersen's lemma (see Bosanquet [2]) that \(\Delta (\varepsilon_n) = O(n^{-1})\). Hence

(3.2)

\[
\sum_{r=1}^{n-1} r^{-\alpha} P_r |\Delta \varepsilon_r| \leq \sum_{r=1}^{n-1} r^{-\alpha} P_r \sum_{m=r}^{\infty} |\Delta^2 \varepsilon_m| = \sum_{r=1}^{n-1} O \{r^{-1 - \alpha} p_r\},
\]

by (2.3) (ii). Thus (3.1) and (3.2) yield the required result.

**Lemma 2.** Let \((R_n)\) be defined by

\[
\sum_{n=0}^{\infty} R_n x^n = \left(\sum_{n=0}^{\infty} p_n x^n\right) / \left(\sum_{n=0}^{\infty} A_n x^{n-1}\right),
\]

where \(|x| < 1\) and \(0 < \alpha < 1\). Then \(\sum_{n=0}^{\infty} |R_n| < \infty\), whenever (2.5) holds.

**Proof.** For \(|x| < 1\), we have

\[
\sum_{n=0}^{\infty} R_n x^n = \sum_{n=0}^{\infty} \left(\sum_{k=0}^{n} p_k A_n x^{-k-1}\right) x_n
\]

so that

\[
R_n = \sum_{k=0}^{n} p_k A_n x^{-k-1}.
\]

Now splitting up the summation \(\sum_{k=0}^{n}\) into \(\sum_{k=0}^{m}\) and \(\sum_{k=m+1}^{n}\), where \(m\) denotes the integral part of \(n/2\), it may be observed that the first sum does not exceed \(O\{P_n/n^{1+\alpha}\}\).
And Abel's transformation to $\sum_{k=n+1}^{\infty}$ yields

$$\sum_{k=n+1}^{\infty} A_{n-k}A_{k} + P_{k}A_{n-k} - P_{m+1}A_{m-k}$$

and hence we obtain that $\sum_{k=n+1}^{\infty}$ does not exceed $O\{P_{n}/n^{1+a}\}$. Thus collecting the results and using (2.5), we obtain

$$\sum_{n=0}^{\infty} |R_{n}| < \infty.$$

**Lemma 3 (Das[5]).** Let $0<(p_{n})^\dagger$. Then

$$\sum_{n=1+1}^{\infty} \frac{(n-k)(p_{n-k-1}-p_{n-k})}{P_{n-1}} = O\left(\frac{1}{k+1}\right).$$

**Lemma 4 (Dikshit [7]).** Let $(p_{n}) \in M$ and let $P_{n}=O(1)$. Then $\sum a_{n} \in |N,P_{n}|$ if and only if $\sum |a_{n}| < \infty$.

4. Proof of Theorem 1

It is known (see Das [5], Theorem 6) that $\sum a_{n}y_{n} \in |N,P_{n}|$ if and only if

$$(4.1) \quad \Sigma = \sum_{n=1}^{\infty} \frac{1}{np_{n}} \left| \sum_{k=1}^{n} p_{n-k} k\alpha_{k}y_{k} \right| < \infty.$$

Case: $0<\alpha<1$. We have

$$\Sigma \leq \sum_{n=1}^{\infty} \frac{1}{np_{n}} \left| \sum_{k=1}^{\infty} p_{n-k} (y_{k-\alpha} - y_{k})a_{k} \right| + \sum_{n=1}^{\infty} \frac{p_{n}}{n} \left| t_{n}(\alpha_{n}) \right|$$

$$= \Sigma_{1} + \Sigma_{2}, \quad \text{say,}$$

where, $t_{n}(\alpha_{n})$ denote $(K, p_{n})$ mean of $(\alpha_{n})$. Hence

$$\Sigma_{1} = \sum_{n=1}^{\infty} \frac{1}{np_{n}} \left| \sum_{k=n}^{\infty} p_{n-k} (y_{k-\alpha} - y_{k}) \sum_{m=1}^{n} A_{m}^{\alpha}A_{m-k-1}A_{m-k} \right|$$

$$\leq \sum_{n=1}^{\infty} \frac{1}{np_{n}} \sum_{m=1}^{n} A_{m}^{\alpha} \left| A_{m-1} \right| \sum_{k=n}^{\infty} \left| (A_{k}p_{k}) (y_{k-\alpha} - y_{k}) A_{k} \right|$$

$$+ \sum_{n=1}^{\infty} \frac{1}{np_{n}} \sum_{m=1}^{n} mA_{m}^{\alpha} \left| A_{m-1} \right| \sum_{k=n}^{\infty} \left| p_{n-k-1} (A_{y_{k}}) A_{k} \right|$$

$$= \Sigma_{1a} + \Sigma_{1b}, \quad \text{say.}$$

Now, by changing the order of summation and using Lemmas 1 and 3 we obtain that
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\[ \sum_{n=1}^{\infty} m A_n^2 |A_{\sigma_{m-1}}^2| \sum_{k=m}^{\infty} \left| \frac{A_{k n^{-k}}}{n P_n} \right| O((n-k)^{-\alpha} P_{k n}) = O(1) \sum_{n=1}^{\infty} m A_n^2 |A_{\sigma_{m-1}}^2| \sum_{k=m}^{\infty} \left| \frac{A_{k n^{-k}}}{n P_n} \right| (n-k)^{-\alpha} P_{k n} \]

And the inner sum does not exceed \( O(m^{1-\alpha} \varepsilon_m) \).

Therefore the boundedness of \( \Sigma_{1 \cdot 1} \) immediately follows from (2.4).

However, by changing the order of summation and using the estimates

\[ \sum_{n=k+1}^{\infty} \frac{P_{n-k}}{n P_n} = O\left( \frac{1}{k} \right) \quad \text{and} \quad A y_k = O\left( P_{k n^{-\alpha}} \right) \]

the boundedness of \( \Sigma_{1 \cdot 2} \) may be obtained on proceeding as in \( \Sigma_{1 \cdot 1} \).

Finally, by the inversion formula

\[ t_n^\alpha (a_n) = \frac{1}{P_n} \sum_{k=1}^{n} R_{n-k} A_k^\alpha |A_{k-1}^\alpha| \]

we obtain that

\[ \Sigma_{2} < \sum_{n=1}^{\infty} \frac{y_n}{n P_n} \sum_{k=1}^{n} R_{n-k} |k A_k^\alpha| |A_{k-1}^\alpha| \]

\[ = \sum_{k=1}^{\infty} k A_k^\alpha |A_{k-1}^\alpha| |k^{-\alpha} \sum_{n=k}^{\infty} R_{n-k}| = O(1), \]

by Lemma 2 and (2.4). Thus, collecting the results it follows that (4.1) holds whenever \( 0 < \alpha < 1 \).

**Case**: \( \alpha = 1 \). We have

\[ \Sigma = \sum_{n=1}^{\infty} \frac{1}{n P_n} \left| \sum_{k=1}^{n} P_{n-k} y_k \sum_{m=1}^{k} m A_m^2 |A_{k m^{-k}}| A_{m-1}^\sigma | \right| \]

\[ \leq \sum_{n=1}^{\infty} \frac{1}{n P_n} \sum_{m=1}^{n} m A_m^2 |A_{\sigma_{m-1}}^2| \sum_{k=m}^{n} A_{k n^{-k}} |y_k| A_{k-1}^\sigma | \]

\[ + \sum_{n=1}^{\infty} \frac{1}{n P_n} \sum_{m=1}^{n} m A_m^2 |A_{\sigma_{m-1}}^2| \sum_{k=m}^{n} P_{n-k} (A y_k) A_{k-1}^\sigma | = R + Q, \quad \text{say.} \]

Now, by changing the order of summation and using the estimate

\[ \sum_{k=1}^{\infty} \frac{|A_{k n^{-k}}|}{n P_n} = O\left( \frac{1}{k P_k} \right) \]
and condition (2.4) the boundedness of $R$ immediately follows. The boundedness of $Q$ may also be obtained on proceeding as in $\Sigma_{1,2}$.

This proves Theorem 1 completely.

**Remark 1.** It may be observed that if, in addition to (2.3) and (2.5), (2.1) is also given then (2.2) ensures the conclusion of Theorem 1.

We now give the following corollaries of Theorem 1:

**Corollary 1.** Let $(p_n) \in M$ and let $(\varepsilon_n)$ satisfy (2.3) and (2.5). Then

\[
\sum_{n=1}^{\infty} a_n y_n \in |N, p_n|, \text{ whenever } \sum_{n=1}^{\infty} a_n \in |C, \alpha| \ (\alpha > 0).
\]

**Proof.** By hypothesis, \( \sum_{n=1}^{\infty} |\Delta \sigma_n^a| = O(1) \), as \( m \to \infty \). Thus, by Abel's transformation

\[
\sum_{n=1}^{m} \varepsilon_n |\Delta \sigma_n^a| = \sum_{n=1}^{m-1} \sum_{\rho=1}^{n} |\Delta \sigma_{\rho}^a| + \varepsilon_m \sum_{\rho=1}^{n} |\Delta \sigma_{\rho}^a|
\]

\[
= O\left( \varepsilon_m + \sum_{n=1}^{m-1} |\Delta \varepsilon_n| \right) = O(1), \text{ as } m \to \infty,
\]

by (2.3) (i). Therefore, the proof follows from Theorem 1.

The following result generalises a result due to Mohapatra, Das and Srivastava [10]:

**Corollary 2.** Let $(p_n) \in M$ and let (2.2) with \( \lambda_n = \log(n+1) \) hold. Then (2.5) implies that

\[
\sum_{n=1}^{\infty} \frac{n^{-a} a_n P_n}{\log(n+1) (\log \log(n+2))^{1+\delta}} C |N, p_n| \ (\alpha > 0, \ \delta > 0).
\]

The case \( p_n = 1/(n+1) \) of Theorem 1 leads to the following corollary which generalises a result due to Das, Srivastava and Mohapatra [6].

**Corollary 3.** Let (2.3) and (2.4) hold. Then

\[
\sum_{n=1}^{\infty} \frac{\varepsilon_n \log(n+1) a_n}{n^\alpha} \in |N, \ \frac{1}{n+1}| \ (\alpha > 0).
\]
5. Proof of Theorem 2

By Lemma 4, we know that if \((p_n) \in M\) and \((P_n) \in B\) (bounded) then the method \(|N, p_n|\) is ineffective in the sense that \(|N, p_n| \sim |C, 0|\). Thus the extra hypothesis that \((P_n) \in B\), e.g. \(p_n = \left(\frac{1}{2}\right)^n (n \geq 0)\), in Theorem 1 yields that

\[
\sum_{n=1}^{\infty} \frac{P_n e_n}{n^\alpha} a_n \in |C, 0|
\]

whenever (2.3) and (2.4) hold. Hence

\[
\sum_{n=1}^{\infty} \left| \frac{a_n e_n}{n^\alpha} \right| = \sum_{n=1}^{\infty} \left| \frac{a_n P_n e_n}{n^\alpha} \right| \\
\leq \frac{1}{P_1} \sum_{n=1}^{\infty} \left| \frac{a_n P_n e_n}{n^\alpha} \right| < \infty.
\]

6. Application to Fourier series.

We suppose that \(f(t)\) is a real, periodic function with period \(2\pi\), integrable in the sense of Lebesgue. Let the Fourier series of \(f(t)\), at \(t = x\), be

\[
\sum_{n=1}^{\infty} (a_n \cos nx + b_n \sin nx) = \sum_{n=1}^{\infty} A_n(x),
\]

where the constant term has been taken to be zero.

We write

\[
\phi(t) = \frac{1}{2} \{f(x+t) + f(x-t)\}
\]

\[
\phi_a(t) = \frac{a}{t^\alpha} \int_0^t (t-u)^{\alpha-1} \phi(u) du \quad (\alpha > 0),
\]

\[
\phi_0(t) = \phi(t),
\]

\[
\beta(t) = \phi_1(t) - \frac{1}{t} \int_0^t \phi_1(u) du.
\]

We establish the following theorems:

**Theorem 3.** Let \((p_n) \in M\) and let \((\varepsilon_n)\) satisfy (2.3) and (2.5). Then \(\phi_a(t) \in BV(0, \pi)\), \(\alpha < 0\), implies that

\[
\sum_{n=1}^{\infty} y_n A_n(x) \in |N, p_n|,
\]

whenever (2.1) with \(\lambda_n = \log(n+1)\) holds.
THEOREM 4. Let $\beta(t) \in BV(0, \pi)$ and let $(\varepsilon_n)$ satisfy (2.3) and

$$\sum_{n=1}^{\infty} n^{-1} \varepsilon_n < \infty. \quad (6.1)$$

Then

$$\sum_{n=1}^{\infty} A_n(x) \varepsilon_n \in [C, 1] \quad (6.2)$$

and

$$\sum_{n=1}^{\infty} \frac{A_n(x) \varepsilon_n \log(n+1)}{n} \in \left\{ N, \frac{1}{n+1} \right\} \quad (6.3)$$

7. Proof of Theorem 3

We use the following lemma in the proof of the theorem:

**LEMMA 5** (see [12]) If $\phi_n(t) \in BV(0, \pi), \quad \alpha \geq 0$. Then

$$\sum_{n=1}^{m} |A\sigma_n^\alpha(x)| = O(\log m), \quad (7.1)$$

where $\sigma_n^\alpha(x)$ is the Cesaro mean of order $\alpha$ of $\sum A_n(x)$.

In view of Theorem 1, it is sufficient to show (2.4) for the proof of Theorem 3. By Abel's transformation and Lemma 5, we obtain

$$\sum_{n=1}^{m} |A\sigma_n^\alpha(x)| = O(1) \sum_{n=1}^{m} \log n \Delta \varepsilon_n + O(\varepsilon_n \log m)$$

$$= O(1) \sum_{n=1}^{m} \log n |\Delta \varepsilon_n|$$

$$+ O(m \log m \Delta \varepsilon_n) + O(\varepsilon_n \log m)$$

$$= O(1) \sum_{n=1}^{m} \log n |\Delta \varepsilon_n| + O(\varepsilon_n \log m)$$

$$= O(1), \ \text{as} \ m \to \infty,$$

by using $m \Delta \varepsilon_n = O(\varepsilon_n)$ and (2.1).

This completes the proof of the theorem.

**REMARK 2.** Theorem 3 may be compared with Bhatt [1] and in the case $\rho = 1/(n+1)$ it may be compared with Mohapatra, Das and Srivastava [10].

8. Proof of Theorem 4

To give a neater appearance to the proof of the theorem we work out the following order estimate in the form of a lemma:
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**Lemma 6.** Let \( \sigma_n^i(x) \) be \((C,1)\) mean of \( \sum A_n(x) \) and let \( \beta(t) \in BV(0, \pi) \). Then

\[
|A\sigma_{n-1}^i(x)| = O\left(\frac{1}{n}\right).
\]

**Proof.** We have

\[
A_n(x) = \frac{2}{\pi} \int_0^\pi \phi(t) \cos nt \, dt.
\]

Integrating by parts and using the fact that \( \phi_1(\pi) = 0 \), we obtain that

\[
A_n(x) = \frac{2}{\pi} \int_0^\pi \phi_1(t) \left\{ nt \sin nt + \cos nt - (\sin nt) / nt \right\} \, dt - \frac{2}{\pi} \int_0^\pi \phi_1(t) (nt \sin nt + \cos nt - (\sin nt) / nt) \, dt
\]

\[
= \frac{2}{\pi} \int_0^\pi \phi_1(t) \left( nt \sin nt + \cos nt - (\sin nt) / nt \right) \, dt - \frac{2}{\pi} \int_0^\pi \phi_1(t) \left( nt \sin nt + \cos nt - (\sin nt) / nt \right) \, dt
\]

\[
- \frac{2}{\pi} \int_0^\pi \phi_1(t) \left( nt \sin nt + \cos nt - (\sin nt) / nt \right) \, dt + 2\beta(x) \cos nx
\]

\[
= 2\beta(x) \cos nx - \frac{2}{\pi} \int_0^\pi \sin nt \beta(t) \, dt + \frac{2}{\pi} \int_0^\pi \beta(t) (nt \sin nt + \cos nt) \, dt
\]

\[
= -\frac{2}{\pi} \left[ \int_0^{\pi/n} \frac{\sin nt}{nt} \beta(t) \, dt + \int_{\pi/n}^\pi \frac{\sin nt}{nt} \beta(t) \, dt \right] - \frac{4}{\pi^2} \int_0^\pi \sin nt \, d\beta(t)
\]

\[
+ \frac{2}{\pi} \int_0^\pi \cos nt \, d\beta(t)
\]

\[
= O\left(\frac{1}{n}\right) + \frac{2}{\pi} \int_0^\pi \cos nt \, d\beta(t),
\]

by the hypothesis. Hence

\[
|A\sigma_{n-1}^i(x)| = \frac{1}{n^2} \left| \sum_{k=1}^\pi k A_k(x) \right| = O\left(\frac{1}{n}\right) + \frac{2}{\pi n^2} \left| \int_0^\pi \beta(t) \sum_{k=1}^\pi k \cos kt \right|
\]

\[
= O\left(\frac{1}{n}\right) + \frac{2}{\pi n^2} \int_0^\pi \left| \beta(t) \right| O\left(\frac{n}{t}\right) = O\left(\frac{1}{n}\right),
\]

since \( \beta(t) \in BV(0, \pi) \). Consequently, this completes the proof of the lemma.
Now application of Lemma 6 to the cases $p_n = \frac{1}{n+1}$ and $p_n = 1$, for all $n$, of Theorem 1 for $\alpha = 1$ yield results (6.2) and (6.3) respectively.

This completes the proof of Theorem 4.

**Remark 3.** It may be observed that $\phi_1(t) \in BV(0, \pi)$ implies that $\beta(t) \in BV(0, \pi)$ but converse is not true. For example, if $\phi_1(t) = \log \frac{2\pi}{t}$ then $\phi_1(t) \in BV(0, \pi)$ while $\beta(t) = 1$, which is of $BV(0, \pi)$. Thus (6.2) and (6.3) respectively, improve results due to Cheng [4] and Lal [9]. However, Cheng's result was also improved by Chandra [3] in another direction and it is interesting to investigate the relationship between the two conditions:

$$\beta(t) \in BV(0, \pi) \text{ and } \phi_1(t) (\log k/t)^{-\delta} \in BV(0, \pi), \quad \delta > 0,$$

the later condition was taken by Chandra [3] to improve Cheng's result.
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