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PSK Error Performance with Impulsive
Noise and Cochannel Interference
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Abstract

The error rate performance of phase shift keyed(PSK) signal has been evaluated in terms
of carrier-to-noise ratio(CNR), carrier-to-interferer ratio(CIR), impulsive index, and the

phase difference between signal and interferer in the environment of cochannel PSK inter-

ference and impulsive noise. We have derived a general equation of the probability density
function (p.d.f.) of output of coherent phase detector. And the error rate of the received
binary PSK(BPSK) signal has been numerically evaluated.

The graphic results show us that the best case is the situation of the signal and the inter-

ferer meet with orthogonal phase.

1. Introduction

Coherent phase shift keying(CPSK) scheme
is the best efficient technique used in digital
transmission system as an effective process.
Accordingly, this technique has become the
subject of interest by many authors. However
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the ever increasing demand and supply for
communication channel in the radio frequency
(RF) bands causes a serious problem of elec-
tromagnetic interference(EMI).[!! And in
urban area, impulsive noise, which is generated
by many electromechanical devices and the
ignition spark of automobile, etc., has also
become a serious degradation factor to the
receiving system.[zl

Consequently, as the RF band is limited, the
reuse of the existing band which is in use has

been considered by many mvestigators.[1'2]
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And the statistical treatment of impulsive
random noise has been treated by many au-
thors.[381

In this paper, first, we will adopt one inter-
ferer which influences PSK receiver and clarify
the statistical characteristics of impulsive noise.
Thus, we shall study the influence of interferer
and impulsive noise in the CPSK receiving

system in a point of the bit error probabilities.

I1. Analysis Model

The analysis model is presented in Fig. 1,
where s(t) is the desired PSK signal, n(t) the
impulsive noise, and i(t) the other interfering
PSK signal.

net
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Fig. 1. Analysis model.

Here the receiver is assumed to be perfectly
synchronized with the transmitter. The statis-
tical models of the signal, the noise, and the
interferer are given as follows.

1. PSK Signal
PSK signal can be represented as
S(t) = S cos(2mfyt + 27 A/M) , (D

where S is the amplitude of signal, f; the carrier
frequency, M the number of levels, and A
(=0,1,+-,M-1) the M-ary information. The
probability of occurrence of each information
is assumed to be same.

2. Impulsive Noise Model

In a number of digital transmission systems,
in addition to Gaussian noise, impulsive noise
interference is also present. It might be gene-
rated in two cases. The one is man-made radio
noise, and the other is natural impulsive ran-
dom noise. !

In this paper, as an analytically tractable
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model of man-made and natural radio noise,

Middleton’s recently developed cannonical

statistical-physical model of impulsive noise!®!

is introduced. Middleton classified impulsive
noise into three types.

1) Class A; Its frequency components are
constrained to a spectral width that is less
than the bandwidth of the narrowest ele-
ment of a linear receiving system (narrow
band vis-a-vis the receiver).

2) Class B; It has wider bandwidth in com-
parison with that of the receiving system
(broad band vis-3-vis the receiver).

3) Class C; Class A + Class B
Only the type of class A is considered as

an impulsive noise model in this paper, for no

significant transient impulses are produced

in the receiver by the noise signal of class A.
The impulsive noise belonged to class A

is written as

n(t) = E' cos (2mfyt + 9, ), (2)

where E' and P, which are independent ran-
dom variables, are the envelope and the phase.
The probability density function (p.d.f.) of
the normalized envelope of n(t) has been

formed by Middleton as*!
E2
a @ Al 2B 0
P(E)= e T — — e ) 3)
=0 i! o’
1
where

E(=E'\/ 2(<JG§ +ﬁ;); normalized noise en-
velope
I"(=oé/QA); the ratio of the intensity
of the independent Gaussian
component (aé) to the
intensity of the ‘“‘impulsive”
component (QA) of the
impulsive noise

of = G/A+T)/(141)

A;impulsive index, which is the product
of received average numbers of the
impulse per unit second and the burst’s
emission duration.
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The initial phase Pe is assumed to be uni-
formly distributed in the interval between
0 and 2w. It has been shown the assumption
is reasonable.l> We can extend this model
to the Gaussian noise by setting the parameters

of A=1 and relatively large " (about 10).

3. Interferer

Degradation in bit transmission quality,
an increase in the probability of error, can
be arison from many different sources. In
designing the communication systems it should
be considered that the transmitter or receiver
selectivity, equipment shielding, antenna direc-
tivity, etc. And in planning the communication
it should be thought over degradation factors,
such as site considerations, foreground reflec-
tions, unwanted couplings between channels,
and inadequate angular separation between
crossing routes.f?!  In addition, it should be
decided the acceptable level of interference.

The main interest is to get the adequate
interference level for the allowable probability
Interference can be classified
by two ways, the one is by the occurrence
source, the other is by the spectrum. The most

of bit error.

important sources of interference are cochannel
interference (CCI) and adjacent channel in-
terference (ACI).

But now, in this paper, cochannel inter-
ference by the other PSK signal of eq. (4),
which is generated by the reuse of existing
band which is in use, is considered. For ex-
ample, in the satellite communication, one
factor of limiting the FDMA capacity is the
interference between signals reusing the same
frequencies. Intelsat-IV, in practical case, is
interference limited by cochannel signals
rather than by intermodulation distortion.[®}
The cochannel interferer may be written as

i(t) =Icos 2uf t +2m /M +¢), 4)

where [ is the amplitude of the interferer,
v (=0,1,-,M-1) the information, M the number
of levels, and fo the carrier frequency of the
interferer. And ¢ is the phase difference
between carriers of the signal and the interferer.

III. Statistical Characteristics of the
Composite Wave

1. The Analysis of the Composite Wave

For a M-ary CPSK system the received PSK
signal of the zero-phase in the presence of noise
and interferer is shown in Fig. 2. The noise
and the interferer corrupting the desired signal
distort the signal both in amplitude and in
phase. Assuming that the probability of
occurrence of each information is equally

likely, the analysis of only zero-phase signal
13]

(correspond to A=0) is sufficient.[1° Zero-
phase signal disturbed by noise and single
interferer is also shown in Fig. 2. Where E

is the sum of Gaussian noise and impulsive
noise, Pe the relative phase to the signal, and
Z, 0 are the envelope and the phase of received
signal. The phase difference between the signal
and the interferer is denoted by i/, which is
written as

Y=2m/M+é¢. (5)

N Y
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Fig. 2. Phasor representation of the received
PSK signais corrupted by the impulsive
noise and the interferer.

Provided that the terminal point is (x, V),
the probability density functions (p.d.f.) of
X, y are written as

P(xILE,Y,0.) = 8 {x~(S+Icosy + Ecosy )i,
(6)
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and

P(y| LE,¥,0,) = 5{y-(siny + Esing )| . (7)
The characteristic function of eq.(6) and eq.(7)
would be written as!1% P-213

M(u,v! LE,V,p.) = exp{ju(S+Icosw+Eco&pe)
+jv(Isiml/+Esimpe)}. (8)

The joint p.d.f. of (x, y) is carried out by the
inverse Fourier transform. Thus,

1
P(x,yILEY,p.) = a7 ! f f exp{Ju(S+

Qr
+Icosw+Ecospe~x) +ju

(Isind/+Esin¢e—y)} dudv.

€2

In order to obtain the polar form, the trans-

formation of the coordinates- is introduced
as follows

x=Zcosf, y=27sin0, (10)
u=pcos§ v=psin§, dudv =pdpdE, (11)

where p and £ are dummy variables. Then,
eq. (9) is easily transformed into the polar
form of eq. (12) by introducing eq. (10),
eq. (11), and the Jacobian.

P(20I1E¢,¢e )2 f f pdpdg Z

Qn

-exp{jlpS-cosE+pl-cos(E-y)
- pZ+cos(§-9)+pE-cos(¢-¢,)]}
(12)
The phase P can be averaged out by using
the formula (F.1), for the ¢, is uniformly
distributed in [0, 2m]. After the averaging,
we can integrate above equation with respect
to ¢ by using the formula (F.2). Then, eq.
(12) becomes

P(ZHIEY= X
n=0

En oo
— *cos n(6-r) *Z+ fo 0
<Jo (PEY T (pK)Jn(0Z) dp, (13)
where
Ju (*); Bessel function

r= tan-‘ v,__s_EL__
8/I +cos ¥
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K =(S? +28 Icos ¥ + )%
and
€,,; Neumann coefficient
=l €,=1, n=0
€,=2, n # 0.

Next, using the p.d.f. of the normalized en-
velope of n(t), eq.(13) can be averaged with E
by adopting the relation of (F.3) and the
formula of (F.4).

. oo oo Gn e'AAi
P(Z2,0) = nzO iEO o cos{n(8-)} '
*Z- fo pr1,(pK)*J (pZ)
- exp(-No? p*[2) dp, (14)

where N is the total noise power, Adopting
the series expansion of Jn(pK) of (F.5) to ease
the eq.(14), and carrying out the integration
of eq.(14) with p by using the formula (F.6),
P(Z,8) becomes

€

P(z,0)= 2 z Z
( n=0 k=0 i=0 27

- cos{n(f-1)}

e'AAl Zﬂ+1 (_l)k(1/2)k+n K2K+I‘l

i! F(n+1) k!(No,lZ )1+k+l'l

. 1 Fi[1+ktn;n+1;-2% [2No? |, (15)

where the {F; [.;.;.]is a confluent hypergeo-
metric function and I'(*) the gamma function.
Lastly, eq.(15) is integrated from zero to
infinite with respect to Z as

P(O)I o = El kEO E - cos{n(@ 1)}

e® Al I(k+n/2)

i! I'(1+k+n)

(DX (K2 (16)
k! (0})<*"2 (2N)K*/2

Next, P(8), in the case of k=n=0, can be derived
from eq.(14). After the substitution of k=n=0
into eq.(14), we can also perform the double
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integration with p and Z from zero to infinite.
Then eq. (14) becomes
e A Ai

i!

T 1
P(B)'k=n=0 = iE()ETT 17)

Here, the following identity[3] is adopted.

oo L1
etz Aoy (18)
i=0 1
Then,
1
PO} anso = 55 (19)

The p.d.f. of the phase 6 of the composite
vector is the sum of eq. (16) and eq.(19).
Thus,

oo oo

Lis 2 % ™. cosin-nl

P(O)=—
27 n=1l k=0 i=0 2

el (DX Tkemp2)
i! k!(oiz)k+n/2 ['(1+k+n)

* (a+2acos YAB + a2, (20)
where
o(=S%/2ZN) ; carrier to noise power ratio
(CNR)
B(=S? /12) ; carrier to interferer power ratio
(CIR).
Modifying above equation to simplify the
calculation, the eq.(20) becomes
1 (=] oQ

— + z
2w n=1 i=0

P8) =- 2’;- cos | n(6-1)}

eAAl 1 Ty2)
i! (oiz)n/z I'(n+1)

o (a+20 cosy A/B +a/B)"?
« 1Fy[n/2;n+1;- (°i2 ¥ (at2a

cosy /B +a/B)] (21)

2. The Error Rate of PSK Signal

When the terminal of composite vector, in
the M-ary PSK system, lies in the error region
(the shaded portion of Fig. 3), an error is made
in the receiver. In Fig. 3, if the phase 8 of the
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Fig. 3. The phasor diagram of received PSK

signal.

composite vector lies in [7#/M, 7] and [-m,
-m/M], an error will be made.

The error rate of the received PSK signal can
be derived from P(6) of eq.(21) as

P, = f;M P(0) d0 +fj"M P(9) df

us

[

e'AAi 1 I'(n/2)
)n/2 F(n+1)

(o}
> (a+2a cosy NB + a/B)"?
. 1F1(n/2;n+15-(0] )" (at2a

cosy N/B +a/B)]. (22)

Substituting ¥ and r, which are defined pre-
viously, into eq. (22), we can rewrite eq. (22)

as
1 oo [+ =] 1 . ﬂ
Pe= (1_"M_) - n=1 i=zo 7 M
. cos{n[tan’! sin (¢+2mv/M) 1}
VB + cos (¢+2mv /M)
cehal I(n/2)
i! (012 y/2 N(n+1)

o [a+2ascos(¢+2mp /M) B+ /8] 2
* 1 Fi[n/2;n+1 ;—(Cfi2 !

- | a+2a cos(p+2m/M)AB + /B | 1 (23)
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For the calculation of bit error rate, in eq.(23),
M cases of v=0, v=1, --, and v=M-1 must be
considered. We can also assume that the pro-
bability of occurrence of the message of the
Then, the total
probability of error is the average of M cases.
Thus,

interferer is equally likely.

o +Pelu=M-1 ).
(24)

1
Pe =3 Pel =0 * Pel ey

IV. Numerical Calculation and Discussions

The bit error rate (BER) of the received
binary PSK(BPSK) signal has been shown in
Fig.4. The noteworthy points from the graphs
are summarized as follows.

1) In Fig. 4-2, in the case of A=l, which is
the maximum value, the graph approaches
to Gaussian case. This phenomenon bases
on the reason that the impulsiveness be-
comes weaker to Gaussian with respect to
the change of A to unity.

Additionally, the reversion occurs with

the variation of A.

phenomenon is regarded as the error pro-

bability, in the case of low CNR, becomes
lower, for the instantaneous value of the
noise seldomly exceeds the level of the
signal. At high CNR, the major factor
causing the bit error is the impulsiveness.

Therefore, at high CNR, the impulsive noise

causes more errors than Gaussian noise.

The reason of this

2) The bit error rates for a fixed value of
A(=0.01) and with the variaion of I" are
shown in Fig. 4-3 and Fig. 4-4. There
occurred reversion near the CNR of 10 dB
in the case of CIR of 5 dB and did near the
CNR of 7 dB in the case of CIR of 10 dB.
At high CNR, the BER is nearly independent
with the variation of 1. Comparing Fig.
4-3 and Fig. 4-4, at high CNR, we can find
the fact that the error rate is nearly in-
dependent on CIR.

3) The most interesting result, however, is
shown in Fig. 4-5. This graph is the case
of normalization with the worst case (¢=0°,
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and ¢$=180° in BPSK) with the variation of
the phase difference between the carriers
of the signal and the interferer from 0° to
180°. As shown in the figure, the variation
of bit error probability with ¢ is great at
low CIR or at high CNR. It is the best case
that the carriers of the signal and the inter-
ferer meet with orthogonal phase.

T E GAUSSIAN NDISE
= X + [INTERFERENCE
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Fig. 4. Bit error rate (BER) of BPSK signal
interfered by Gaussian noise and one
interferer.

-3

—|CIR=|5 dB
—~——ICIR=p0OdB

G 4

[Tt

-10 0 10 20 30
CNR(dB)

Fig. 5. BER of BPSK signal interfered by one
interferer and impulsive noise (with
respect to the change of A).
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Fig. 6. BER of BPSK signal interfered by one
interferer and impulsive noise (with
respect to the change of IV, CIR=5

dB).
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Fig. 7. BER of BPSK signal interfered by one
interferer and impulsive noise (with
respect to the change of I", CIR=10

dB).
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Fig. 8. Bit error probabilities normalized by the

worst case (¢=0°, and $=180°).

Appendix 5!

1 2m |
W (D=5 elZeo® 4p (F.1)

[o ]
1Zcosd = -
eiZcos ngo en( 1) J2n(Z) cos 2nd

+2j T (-1, ,,(Z)cos (2n+1)8
n=o
- (F.2)
P(Z0)= | P(ZOIE)P(E)dE (F.3)

2

1 a
s exp(-—)
2p2 4 2

fo J, (at) * exp (-p*t?)-t-dt =
(F.3)

k v+2k
e CI O NV AP)|
Z = E -
1,(2) k=0 k! I@+k+1) (F4)

v M a .y
oo rc+>). ()
[ I (at) e®?t" dt = 22
0 2pH T(r+1)
vV ou 2
. — -
11:1[2 i 1; pre | (F.5)
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