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On Testing Multisample Sphericity in the Complex Case”

D.K. Nagar and A.K. Gupta*

ABSTRACT

In this paper, likelihood-ratio test has been derived for testing multisample sphericity
in complex multivariate Gaussian populations. The 4** moment of the test statistic is
given and its exact distribution has been derived using inverse Mellin transform.

Asymptotic distribution of the test statistic is also given.
1. Introduction

Let g’:(g{, .es gq’) be distributed as complex multivariate normal (see Goodman,
1963) with mean vector ,g’z(,le’, o, ,Ezq’) and Hermitian positive definite covariance
matrix ¥ =(Z:) with E{Z,—p)(£,—p)'} =T, 4,j=1, =, ¢. Let each Z, be of order
px1 and Y ;=0, i#j=I, -+, g. Under this set-up consider testing the following
hypothesis.

(. H:Zy=%pn= - Xu=0"1,
against general alternatives H, : not H, where ¢*>0 is unknown and I, is ths identity
matrix of order p.

It may be pointed out that complex multivariate Gaussian distribution has been found
very useful in such areas as physics and time series analysis(see Goodman, 1963;Gupta,
1973). Bronk (1965) has shown that under certain conditions  the distribution of the

energy levels of atomic nuclei is the distribution of the roots of a complex random

* University of Rajasthan, and Bowling Green State University, Bowling Green, Ghio, U.S.A.

- Research partly completed while he was University Grants Commission Visiting Fellow at the
University of Rajasthan.

AMS 1979 subject classification: Primary 62H40, Secondary 62H10.

Key words and phrases: Multivariate analysis, Mellin transform, special functions, moments,
Meijer's G-function, asymptotics.



74 D.K. Nagar and A.K. Gupta

matrix. Brillinger (1969) has shown that the asymptotic distribution of the matrix of
sepctral densities of a strictly stationary time series is complex Wishart.

In this article we propose the likelihood ratio test for testing H and derive its
distribution (see Gupta 1971, 1973, 1976). This problem in the real case has already
been studied by Mandoza (1980), and Gupta and Nagar (1984). The moments of the
likelihood ratio statistic are derived in Section 2. Exact distributions in terms of
G-function and in a series form are given in Sections 3 and4 respectively. Asymptotic

distribution is given Section 5.

2. Likelihood Ratio Test Statistic and its Moments

By using the definition of likelihood ratio test statistic it is easy to see that the test

statistic A for testing H is

q
Ny¥or 11 1 Aulv.
=1

A N @A
where
A= 3 (2= 2T 20 A=Ayt Aus o+ A
Zu=% Zu/No Ne=Nit Npt e =N,y

and ?,-j is the j-th (j=1, -+, N.) independent observation on Z; (i=1, -+ q). Let
n;=N;—1 and n,=N,—¢q, then the modified likelihood ratio test statistic, is
q
R EIAii}"f
T nre (trA/pyror”

@D A*=

By arguments similar to the real case (see Mandoza, 1980), the A-th moment of A* is

(o Yot I'[ny P Iin(1+m)+1—4]

) E(A*Y = . p g -
(2.2) (A*%) T L pCngsme iy LI TInt 1=

J
When the sample sizes are equal (NV;=N), the A-th moment of the statistic A*!»=
AV =1V is

_ o LInpgl v Iiln+h+t1—j]
(23) EU”’)*(P‘I)’ I’qu(n*h)] .;‘[}1 fq[n+1_]]

It may be noted that for g=1, the hypothesis H defined in (1.1) is the usual
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Mauchly’s (1940) sphericity hypothesis ‘and the distribution of V in this case is the
distribution of the likelihood ratio statistic for testing sphericity of a complex Gaussian
model (see Gupta, 1977). For p=1, Gupta and ;Tang (1983) have derived the exact

distribution and have also tabulated the percentage points.

3. Distribution of Likelihood Ratio Test Statistic

By using inverse Mellin transform and the expression (2.3), the probability density
function of V is given by

r ¢ [ h
@D S =@ (peyt g s T LR oo gh g <<,

where w=(—1)"? and C is a contour selected suitably.

Simplifying the integrand in the above expression by applying Gauss multiplication
formula (Luke, 1969, p.11) to I'[ pg(n+h)], writing I'[n+h+1—1]--I'[n+h+1—p] in
the reverse order as [[n+h—p+1]1 I'n+h—p+2] - I'n+h~p+p]l, and substituting
a=n+h—p in the integrand, one obtains

U fa+j]
(3.2)  f)=Kn, p, q)(27rw)"v”‘f"15 v da, 0< <1, where C,

1s the changed contour, and

3.3 (1, p, =@ T Tlupgl/ {(pa)™ ”"TTF‘J[”Jrl -7}

From the definition of Meijer's G-function (Luke, 1969, p.143), it is easy to see that

(3.2) can be written as

R T
ﬂ@Kwawmﬂgm[W+M}wa,Ml }
'{j, repeated ¢ times}, j=1, -, p
G .
RN S S _
{P+ g I=h o pa-1

{j, repeated g times}, j=1,-, p—1, {p, repeated}
q—1 times},

=K, p, @ vt G- l[v

where K(n, p, q¢) is defined by (3.3). It is also easy to see that the parameters satisfy
the conditions for the existence of the contour C,; and hence the G-function in (3.4)
exists. In the following section, f(v) will be represented in terms of simple computable

functions with the help of the residue theorem.
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4. Density in Series Form

Let

refa+ 11 Fofa+ 5]
“1) (@)=
J];IXPLOZTP+J/PQJ

Then the density f(v) is written as

4.2 F)=K(n, p, gv=+-1 (2 m)-tjc A(@)da.
It is easy to see that the integrand has a pole at a=—i, i=1, 2, +--, of order a;, which
is given by
(4- 3 ai:{qi7 =1, 2, +=-, p—1,
bg—1, i=p, p+1, -

Now, using the residue theorem for the right hand side of (4.2), the density as a sum

of residues is given by

4.9 S@)=K(n, p, @ v+ (X R

where R; is the residue at the pole a=—7 of order 4. Also, from the calculus of residue,

1 gt
Ri= gy im g [at i) ) v™°]
_ 1 0% ! e
S =G e A
— pi l/ai—1 . a-1-r 4,
= G- =% )08 i0
where
I'ifa+i+1 ]]’q-l[a_e_p].ﬁl Tifa-+j]
A(: pg—1 ] i_'71=1+1 : for 1:1, 2’ ooy p_l
I rlape 4 | s
g-1 P
= et [; [PCETZ_‘L 1] — for z:p’ p+1, -
_J LoNgi Npg-1
;‘l;[x ]’[a+p+ 77 ]El(a"']) L[,(CH_]) q
A=A (at a=—1)
rep-ia L]
(4.6) = for i=1, 2, -, p—1

f1 P[—z+pf 27 | T G=ie
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Wn = 1 for i=p, p+1, -+
o[ —it pt | T G- T G-

i=1

0
AP = _B&_Ai = Ai-%—log Ai=A; B:(say)

-1
Aio('):—%:l_(/liBi) (at a=—1)

_Z< )A(rlm)B(m)
Br———aa&—logA,-
—gi gCaris D@D dlas g 5, da )

— Z ¢<a+p+—p-> qZ jla+j)~t for i=1, 2, =+, p—1

=D pCarir =Y oaspr L) g L ia
~(pg-DE (@)t for i=p, pi1,
Biy=B: (at a=—1)
® =i gD+ =D go-D+a S, 6G-D=E o(p—i+ )

i-1
g5 iG=D for i=1, 2, b1

(4.9) —(pg-D M=%

i=1

¢(P—z+p—q) q Z J(J—l) !

—(pg=DE, (=D for i=p, p1,

Bmw=-2"log A
i ——-a—am—og i
=(—D"1m!gi Lm+1, at+i+1+(@—1L0m+1, a+p)

+q Z C,(WH—I a+j)— Z C(m+1, at+p+—— 7 )
+qigllj<a+j)_l_m] for 1—_—1, 2, P“l

=(=D"'m![(pg—1) Lim+1, a+it+1)— Z C(le atp o )
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T4 5 fat ) (pg =D E (@t 0] for i=p, pi1, -
B =B (at a=—1)
(4.10) =(=D""'mllgilim+1, D+(@—1D L{m+1, p—i)

b1 .. Pg-1 . ]
+¢ X Lmtl, j—D— X C<m+1, —z+p+_—)
=i+l i=1 pq
i-1
Tq XG0 for i=1, 2, -, p—1

@ID =Dl [pg=D Eon+1, D=8 ¢(mt1, ~itprLo)

SO IGD e (bg=D TG0 for i=p, p1,
Note that ¢(-) is the Psi function (see Abramowitz and Stegun, 1965), and Z(-,-) is
the generalized Rieman Zeta function defined by ¢(z, a):go(a+n)‘z, 2#0, —1, —2, -,
where @ is constant. Substituting (4.5) in (4.4), we obtain the following result:
THEOREM 4.1. The p.d.f. of V=A*Vr Jor ni=n, i=1, -, q,

where A* is the modified likelihood ratio criterion Jor testing H defined in (1.1), is
given by

fW)=K(n, p, g) v+~ 1[ lm(cﬂ_va_q}éxqr; 1)(—log D)8~ 4o

PQ~2

(ﬁq 21 =
where K(n, p, q) and A" are given by (3.3) and (4.6)-(4. 11) respectively.

2 <pq7,_2>(—10g p)ra-zr Aio(’)J

By integrating above expression term by term, from 0 to v (<1), we get the
corresponding cummulating distribution. When g=1, we get the distribution of the
sphericity criterion as a corollary of the above theorem.

COROLLARY 4.1. The p.d.f. of V=A*"" when n=N—1 and A*is the modified
likelihood ratio criterion for testing H : 2 =01, in the complex normal population, is

given by

=K, pyors 8t 8 (1) (Cloguyerior A0
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where K(n, p) and A" are obtained from (3. 3) and (4.6)-(4.11) by substituting
g=1.

5. Asymptotic Expansion of the Distribution

In this section we develop a large sample distribution theory for a suitable function of
A* as developed by Box and given in Anderson (1958). Let Y=-—2p log A*, where p
is an arbitrary constant to be determined later. Using (2.2) the characteristic function

of Y is given by
| gy LTI ma(=201p) 171
5.1) ¢rO=K TR iy e TTpn(1—2 wtp)]

i=1j=1

where K is a normalizing constant, and ki=#:/n,. Now expand ¢v(t) using Barnes’

expansion formula for the gamma function in terms of Bernoulli polynomials, (see

Anderson, 1958, p.204)
(5.2) log ¢v()= _"glog(1~2 wt)— 21 w0 L(1—2wt) " —15+0(n""""),

Z

where f=p*q—1,

(<D _r¢ & B A=pbmiloi]  BelUop)pm ]

(5 3) Wr = 7(7‘71)(,0710)’ LE S pr

and B,(+) is the Bernoulli polynomial of degree » and order unity. Now the constant p

is determined such that w,=0, and we obtain
1=l (5 e 0]
Denote the value of w, for this value of g by 7, and calculate it from (5.4) using the
result Bs(a):aS—%az—‘r%a. Substituting these values in (5.2) and inverting the
characteristic function we obtain the following result.

THEOREM 5.1. The c.d.f. of —2p log A* where A* is the wmodified likelihood ratio
criterion for testing H, is given by

P(—2plog /% < w)=P(y} — W) =1 [ Pive <) —P(y3 <) +00m™",
where f=piq—1, p given by(5.4), and y% denoles a chi-square random variable with

v d. f.
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