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ABSTRACT

In this paper, we propose an isolated word recognition system based on the finite-state vector quanti-
zation (FSVQ) method. The recognition system can be viewed as a finite state machine composed of a
codebook and next-state functions. As compared to an isolated word recognition system that uses the
conventional memoryless vector quantization, the proposed system requires far less search time, and
needs no segmentation of input speech, yet yields comparable recognition accuracies. For the design of
next-state functions, two techniques, that is, the conditional histogram and omniscient design methods,
are used, and their performances are compared in recognition of the ten Korean digits.
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I. INTRODUCTION

Various forms of the memoryless vector
quantization technique have been applied with
considerable success to the problem of isolated
word recognition for a small size of vocabulary
[1]1,[2]. In this method, either single-section
or multisection codebook is used to represent
the reference pattern for each word in the recog-
nition vocabulary. In the case of using a multi-
section codebook, depending on how the input
speech is segmented, the computational com-
plexity, the recognition accuracy, and the
memory size of the recognition system can vary
significantly,
codebook, segmentation of input speech that is

In the case of a single-section

required for the system using a multisection
codebook need not be done, and the memory
size for codebook storage can be reduced. How-
ever, the search time for classification takes
much longer than the system with a multisection
codebook.

To alleviate these problems, we propose
an improved isolated word fecognition system
using the finite-state vector quantization (FSVQ)
method. The reference pattern for each word
consists of a codebook and next-state functions.
By using a next-state function, the proposed
system takes far less recognition time than a
system based on the ordinary memoryless vec-
tor quantization method. In this paper we will
consider two techniques (that is, the conditional
histogram and omniscient design methods)
of finding a next-state function, given a code-
book.

In what follows, we first review the finite-
state vector quantization (FSVQ) method pro-
posed by Gray et al. [3],[4]. We then present
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the isolated word recognition algorithms based
on the FSVQ method.
and discuss simulation results.

Finally, we present

1I. FINITE-STATE VECTOR QUANTIZATION

A memoryless vector gquantizer (VQ) is
a source coder that maps consecutive vectors
independently into one of the clements of a
reproduction set or codebook. Unlike the con-
ventional VQ which is memoryless, an FSVQ
requires memory [3],{4]. Because it utilizes
the correlational property between successive
source vectors, it yields better performance
than that of the memoryless VQ,

An FSVQ is a finite state machine composed
of an encoder and a decoder. Let R*, S and
N denote a k-dimensional Euclidean space, a
finite state space and an alphabet of finite chan-
nel symbols, respectively, Then, the encoder
« maps in such a way that « ; R*x S—N. That is,
given a state s€S. an input vector xeR* s
encoded into a channel symbol. And the en-
coder uses a next-state function f, a mapping f:

N» S-+»Sthat determines a next state from a cur-
rent state and a channel symbol. The decoder
# maps according to £ NxS—-R* and has the
same next-state function as that of the encoder.
A finite-state vector quantizer encodes a se-
quence of input vectors  {x,, n=0,1,-} as
follows [4]: Given an initial state s,eS, the
channel symbol sequence {u,, n- (0, 1,--+}. the
state sequence {sn, n~ 0,1, and the reproduc-
tion sequence ix,. n=0,1, -} are determined

recursively for n=0,1, ... as

[T 4 [_)l.., S"), Sner = f{ up, Sp},

"(n=ﬁ(un. Sn:]. {1}
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As seen in the above FSVQ scheme, the
encoder mapping is dome by using different
codebooks for each input vector where the
codebooks are chosen by previous channel
symbol and encoder state. A state codebook Cs=
{3 {u,s), uelNi is the codebook of possible repro-
duction vectors obtainable by an encoder and a
decoder in each state seS. In other words,
the finite-state vector quantizer achieves encoder
mapping using a state codebook or a part of the
entire (or super) codebook. In what follows,
we consider application of the FSVQ method to

isolated word recognition.

II. ISOLATED WORD RECOGNITION
BASED ON FSVQ

In the proposed word recognition system
based on the FSVQ method, a reference pattem
for each word in the vocabulary consists of a
single-section codebook and a next-state func-
tion. Each word may be represented as a finite
state model related with a Moore finite state

machine. Fig. 1 shows an example of a finite

f(ns, cuo)
STATE:
Cue Cul Cuz - Cuk o
NEXT-STATE:
FUNCTIGN
[(nn.Cun:’ [(no'cul} fine. Cu2!) [[_no.cull( V!
”“|.Cu|} fi nl-(-\u.li-l':l

f{n, cuw) fin,, cu?

finy 1, cuo) flon.y.c,) fing . cu} flny k)

Fig 1. A finite state model.

W S EARL % 3 9% (1986)

state machine with K states and N transitions.
Each code represents a state, and each branch
means a next-state function. A codeword
corresponds to a state, and a codebook may be
visualized as a finite state space. The path from
one state to another is determined from the
Unlike a hidden Markov

model [5], this finite state model does not

next-state function.

require transition probabilities.

In the recognition system using an ordinary
memoryless VQ, computation time for classifi-
cation depends on the codebook size. But, the
recognition speed in the proposed system is
affected by the number of transitions. When the
number of transitions is equal to the number of
codewords (states), this modei ‘becomes an ordi-
nary memoryless VQ.

For the proposed recognition system we
design the reference pattern using the design
algorithms for finite-state vector quantizers
which combine ad hoc algorithms with an algo-
rithm for the memoryless vector quantizer.
The procedure includes design of a codebook and
Let V be the number of
words in the recognition vocabulary. Then, in

next-state functions.

the first step a single-section codebook C, - {cye.
€wr, ) Cusyy Cuk-utou=12 -V, having K code-
words for word, is designed using a splitting meth-
od on the training sequence [, - {x,.i—0.,1,} (6],
Here we use the gain-normalized Itakura-Saito
distortion measure in designing a codebook
(71.

In the second step we design the next-
state function f{n, c,) Or next possible N states
for each state in a single-section codebook
Cu. For the design of the next-state functions
one can use the conditional histogram technique
or the omniscient design method. These are

now described.
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in which empty cells do not occur [8]. When
a state includes a self state as a next state, the
number of codewords in the state codebook is
(N-1). Consequently, we have

f(m,c.,s)=m‘in" d(.cus-‘. Cul) (3)

where  qin~' means that f(n,, c,s) has the
index i for which the codeword cu yields the
minimum distortion over all codewords in the
cdcebook C, - After designing next-state func-
tions, all state codebooks are discarded. And,
like the conditional histogram method, the
initial states for each word are saved in the re-
ference pattern.

The proposed recognition system performs
classifications using the codebooks and next-
state functions. Let A, be the feature vector
for the iw frame in the input utterance. De-
noting D, the minimum distortion between
A, and codewords in the codebook C,, we

have

Dmamjn dlA,, cw) {4)

where “i” indicates one of the initial states.
Also, selecting ¢, as the initial state, we have
for the second frame A,

Dy =min d{ A,, cw )}, i=f(no, eus),

f(nhcul)'“" f(“N—l.Cu;). {5

In general, if a codeword cuw is selected for

Am Wwe have

Dumrir =min d( Amei, Cur ),

i=Ff(mo, cur }, E{ny, cur), ==, fnyoy, cur ).

(6)
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Hence, when an input utterance is encoded in
a codebook C,, the average distortion D, is
determined as

1 L
Du'—" L 1-21 Dui ‘7}

where L is the number of frames in the input
utterance. Consequently, if we have

D= an D., {8)

the utterance is then classified as the r,, word
in the recognition vocabulary.

Since there exists relatively large confusion
in recognition of Korean digits, we introduce
a second classification stage in the proposed
recognition system. Those digits except for

C(yuD) and 6(yook) which cause significant
confusion are divided into three classes as the
following:C, ={1{i1},2(i:),7(chil}}, Cy= {3 (sti:m),
4(sd: ), 8ipa: 1)}, Co=15(%:), 9(gu:)}t. In this {
we will call the classification procedure by the
FSVQ method the first classification stage, and
the decision process within one class the second
classification stage.

We have the second classification stage when
the following two conditions are met. The first
condition is that the r, word having minimum
average distortion D, is included in one of the

three classes. And the second condition is

D/D; <&, i*r {9)

where ¢, is a constant, and [, is the average
distortion of a word in a class that includes the
i word. If the two conditions are not met,
the recognized word is the rw word,
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A. Conditional Histogram Method

A simple method for finding a next-state
function is to form a conditional codeword
histogram using a codebook (, on the training
sequence L.,. In other words, this method is to
find the occurrence frequencies of all the suc-
cessor states for each state. Then, the N most
likely next states are selected as the next states
for each state.

When a state has less than N successor
states, the next states for the state consist of
states numbering less than N, Here the number
N is the maximum number of next states from
one state to another including a self state. The
state may be considered as an approximation
of the current input vector and prediction of
the next input vector.

In getting the next-state function, initial
states are obtained to find the state correspond-
ing to the first frame of a word, Note that this
initial state of the first frame is found among
initial states in the reference pattern at the time
of classification.

GBI TR L 5 % 3 (1986)

B. Omniscient Design Method

The omniscient design method is more
complex than the conditional histogram method.
With this method, one can design the next-state

function fins, cys!  after the construction of a

state codebook having N codewords.
Given the cocdebook Cu=feyo, cuy, -, Cus,
“euxa )t for word u, a state codebook
Cus= fcuss. Cus. "~ €uson. 1yt Telated with a state
cys 18 designed on the training sequence

L. given by

Lys— {xs€Lo . dlx; 4, cus) - mjn dix,., cw)

(2}

and d{ x,, cys ) - min dx,, cys). sH¥s’}.

Here the gain-normalized Itakura-Saito distor-
tion measure is again used as the distortion mea-
sure d{x,y) between x and y, and the k-means
algorithm is used in the state codebook design

Given: acodebook (C,= {cu,. 1 -0,1,, (K- 11}
for a word u
a training sequence [L,=1{X,,1=0,1,"}.

Given: a codebook (3, ley, 1 =0.1,, (K— 1}
for aword u
a training sequence L,=1{X;, i-0.1 -},

Next-state function design:

1. Find the relative frequencies of all the successor
states using codebook (), on the training sequence
Ly

2-1. Select N most likely successor states as the next
states for each state

2-2. Select N most likely states corresponding to the
first frame of a word u as the initial states

State codebook design:
For each state design a state codebook Cus = {Cusi,
i=0.1,. {N— 1)} for the training sequence

I—us=: {xl 6']—4u : d[ X.-;. Cus) =mjn d( xl—l. Cuj}

and d{X.,cus')—'mjn di Xy, cos), 55’}

by using the ordinary VQ algorithm. The training
sequence [, is achieved by using vector quantizer
upon the codebook C, for a training sequence [,

!

Nexl-étate function design:
For each s and each j, set
f(m. c\.s'}=m§n ! d( Cus/, clli)

Fig. 2 Next-state function design algorithm by con-
ditional histogram method.

Fig. 3 Next-state function design algorithm by om-
niscient design method.
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In the second classification stage we deter-
mine P,,(w, i) and Pn(u, i) during the training
period. These are defined as follows:

Pinlu. i} = probability of codeword ecu oc-
curring in the first b frames of word
u

Pa(ui) = probability of codeword cu  0c-
curring in the last b frames of word
u,

To test a word in each class, full search over
a codebook is done for the first b frames, the
last b frames, or both, When full search over
C, is done for the first b frames, A,.i=1,--", b
the decision criterion D, is obtained as follows:

Bu_{-‘-_l/( ; g; Dau)tes- ;n; Pll‘l(uv l‘l) (IU:

r.émjn"d(Al.cu;). for j=0,1,-, (K- 1)
(i

where ¢, is a constant. The same method is
used for the last b frames. In the case of having
full search for the first and last b frames,D,’s for
each part are added, Then, the input speech is
finally recognized as the rw word in the class,
if we have

D.= max Da. (12

IV, SIMULATION RESULTS AND
DISCUSSION

Here we present simulation results of the
recognition systems described in the preceding
section.

The vocabulary used for recognition were
ten Korean digits. These were repeated ten
times by five male speakers in two different
sessions. Table I shows the phonetic symbols
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Table 1. Phonetic symbols of the Korean digits

0fyay/
1£ilf
20
3/sa:m/
4fsa:f
Sio:f
6/yook/
7/chiy)
8/pa:1/
9/gu:f

of the Korean digits. All of the digits are mono-
syllable, and thus they are relatively difficult
to recognize.

The input speech was low-pass filtered with
4 kHz, digitized at 10 kHz with 12-bit accuracy,
and then preemphasized. Following automatic
endpoint detection [9], 10-pole LPC analysis
with Hamming window of 30 ms was executed
in every 10 ms,

The results were obtained for different
codebook sizes (K) and for different numbers
(N) of transitions. For comparision, we used
as a reference the full search classification which
neglects the next-state functions.

Tables II and Il show accuracies of the
speaker-dependent recognition systems that use
the FSVQ and the full search VQ methods,
respectively. The reference patterns were gener-
ated by using 10 utterances for each word.
The recognition accuracies for each speaker
were based on the 10 utterances of each word.
The recognition accuracies for each speaker
were based on the 10 utterances of each word.
One can note that the conditional histogram
method yields better accuracy than the omni-
scient design method. In spite of the compu-
tational reduction, the speaker-dependent re-
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Table 1. Accuracy (%) of the speaker-dependent
recognition system using the FSVQ method
. CH OM
SPEAKER :
K=8 K=8 K=16 K=16
N=3 N=4 N=3 N=3
A 92 95 100 100
B 98 98 99 100
C 99 100 100 100
D 96 96 98 99
E 198 95 96 91
AVERAGE 926.0 96.8 98.6 98.0

Note: CH - Conditional histogram method
OM - Omniscient design method

Table Il.  Accuracy (%) of the speaker-dependent
recognition system using the full search
YQ method
SPEAKER K=8 K=16
A 95 99
B 95 36
C 100 100
D 88 100
FE 100 100
AVERAGE 95.6 99.0 |
cognition system using the conditional histo-

gram method yields almost the same per-
formance as the full search VQ method. When
K=§, the input speech was recognized based on
the results of the first classification by the FSVQ
or the full search VQ method. When K=16,
we applied to the recognition system using the
VQ method the second stage classification that
is identical to that of the recognition system
based on the FSVQ method.

Tables IV and V show accuracies of the
speaker-independent recognition systems based

on the FSVQ and VQ methods, respectively,

SREE TS L O B S (1Y86)

Table IV. Accuracies (%) of the speaker-independent
recognition system using the conditional
histogram method for different codebook

size K.
(a) K=16
o UNCON-
"--?;jj_\\ N 4 3 6 STRAINED
N
SPEAKER 17 4.3 4.7 5.2
A 90 92 91 92
B 96 95 97 9
C 90 95 95 94
D 91 91 94 94
E 91 90 | 90 90
AVERAGE 91.6 J 926 | 934 | 936
(by K=32
SN . 5 6 | UNCON-
S e STRAINED
“~_ AN
SPEAKER 37| 41| 45 50
A 88 8t 87 86
B 97 9 95 96
¢ 86 88 9N 91
D 97 98 96 96
L 99 99 97 97
AVERAGE 934 | 924 | 932 93.2
Note: AN - Average number of transitions

“Unconstrained™ means all transitions for the
next states occurring in the training process.

Table V. Accuracy (%} of the speaker-independent
recognition system using the full search
VO method
SPEAKER K=16 K=32
A 93 96
B 98 97
C 93 93
D 87 95
L 90 100
AVERAGE 922 96.2
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One can note that, when K=16, the conditional
histogram method yields better performance
than the full search VQ method. In the case
of having 16 codewords, the average search
number was 5.2 when we had the best perform-
ance. But, the conditional histogram method
has a shortcoming that the performance does
not get improved as the number of codewords
increases.

The average accuracy of the speaker-inde-
pendent recognition system using the omnis-
cient design method was 91.0% when the code-
book rate was 4 and the maximum number of
transitions was 5.

Each of the above recognition algorithms
can be processed in real time if it is implemented
in a signal processor chip such as TMS 32010
or 32020.

V. CONCLUSION

We have studied isolated word recognition
based on the FSVQ method. This approach
appears promising in that it reduces classification
time up to about one fifth as compared to the
system using the single-section VQ method, yet
yields almost the same performance. It has been
found that the performance of the recognition
system is affected significantly by the accuracy
of a next-state function. We believe that there
is a room to improve the accuracy of the speaker-
independent recognition system. This may be
achieved by using the multisection FSVYQ
method and by improving the accuracy of a next-
state function. We are presently looking into
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these aspects, and expect to report further results

in the near future.
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