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1. Introduction

The mathematical literature on this subject provided a good information concerning the existence, uniqueness, stability, and continuous dependence of solutions of various classes of Volterra integro–differential equations, see for example, ([4,5,7]). Once the existence and uniqueness have been established, a quite different analysis is required for finding asymptotic properties of the solutions. We shall discuss and compare the boundeness and asymptotic behaviour of solutions of the perturbed Volterra integral system with that of the corresponding unperturbed system.

Consider the perturbed nonlinear system of Volterra integral equations:

\[ x(t) = f(t) + \int_{t_0}^{t} g(t, s, x(s))ds + \int_{t_0}^{t} h(t, s, x(s))ds \]  \hspace{1cm} (1.1)

with the initial condition

\[ x(t_0) = f(t_0) = x_0 \neq 0 \]

and the corresponding unperturbed nonlinear system

\[ y(t) = f(t) + \int_{t_0}^{t} g(t, s, y(s))ds, \]  \hspace{1cm} (1.2)

with the initial equation

\[ y(t_0) = f(t_0) = x_0 \neq 0 \]
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where \( x, y \in R^n \), an \( n \)-dimensional Euclidean space.

We use \( x(t) = x(t; t_0, x_0) \) to denote the solution of (1.1) passing through \( x_0 \) at \( t = t_0 \) and \( y(t) = y(t, t_0, x_0) \) to denote a solution of (1.2) passing through \( x_0 \) at \( t = t_0 \). The symbol \( | \cdot | \) will denote some convenient norm on \( R^n \) as well as corresponding consistent matrix norm.

Our main hypotheses are:

i) \( f \in R^n \) is a continuous function and has continuous derivatives on \( J = (0, \infty) \).

ii) \( g \in R^n \) is a continuous function and the partial derivatives \( g_t, g_x, g_{tx} \) are continuous for all \( 0 \leq s \leq t < \infty \).

iii) \( h \in R^n \) is a continuous and has continuous derivatives with respect to \( t \) on \( 0 \leq s \leq t < \infty \).

The nonlinear variation of constants formula of Brauer [2] has been used to obtain various results on the effect of a perturbation of Volterra integral system. He has shown that if \( y(t) \) is a solution of (1.2), the corresponding variational system of (1.2) is

\[
z(t) = U + \int_{t_0}^{t} g_y(t; s, y(s))z(s)ds, z(t_0) = U
\]

where \( U \) is the unit matrix. Let \( \Phi(t, t_0x_0) \) be the solution matrix of (1.3) with respect to the solution \( y(t) \) of (1.2). Then the solutions of (1.1) and (1.2) with the same initial values are related by

\[
x(t) = y(t) + \int_{t_0}^{t} \Phi(t, s, x(s))[h(s, s, x(s)) + \int_{t_0}^{t} \frac{\partial h}{\partial s}(s, \tau, x(\tau))d\tau]ds,
\]

For more details see Brauer [2].

We need the following definitions:

**Definition 1.** The solution \( y(t) \) of (1.2) is said to be globally uniform stable in variation if there exists a constant \( M \) such that

\[
|y(t, t_0, x_0)| \leq M|x_0|
\]

\[
|\Phi(t, t_0, x_0)| \leq M,
\]

for all \( t \geq t_0 \) and \( |x_0| < \infty \).
Definition 2. The solution $y(t)$ of (1.2) is said to be exponentially asymptotic stable in variation if there exist constants $M > 0$, $\alpha > 0$ such that $|y(t; t_0, x_0)| \leq M|x_0|\exp[-\alpha(t-t_0)]$ and $|\Phi(t; t_0, x_0)| \leq M \exp[-\alpha(t-t_0)]$ for all $0 \leq t_0 \leq t$ and $|x_0|$ is sufficiently small.

Definition 3. The solution $y(t)$ of (1.2) is said to be uniformly slowly growing in variation if and only if for every $\alpha > 0$, there exists a constant $M$ such that

$$|y(t; t_0, x_0)| \leq M|x_0|\exp[\alpha(t-t_0)]$$

$$|\Phi(t; t_0, x_0)| \leq M \exp[\alpha(t-t_0)]$$

for all $0 \leq t_0 \leq t$, $|x_0| < \infty$.

Remark 1. We say that a continuous function $z(t)$ is slowly growing if and if for every $\alpha > 0$, there exists a constant $M$, which may depend on $\alpha$ such that

$$|z(t)| \leq M \exp[\alpha t], \quad t \geq 0.$$

2. Main Results

In this section we state and prove our main results on the boundedness, stability and asymptotic behaviour of the solutions of the perturbed of Volterra integral equation (1.1) under some suitable assumptions on the perturbation term. Our results, in this section depend on the following two lemmas (Pachpatte [6]):

Lemma 1. Let $u(t), p(t)$ and $q(t)$ be real-valued nonnegative continuous functions defined on $J$, for which the inequality

$$u(t) \leq u_0 + \int_{t_0}^{t} p(s)u(s)ds + \int_{t_0}^{t} p(s)\int_{t_0}^{s} q(r)u(r)drds, \quad t \in J,$$

holds, where $u_0$ is a nonnegative constant. Then

$$u(t) \leq u_0[1 + \int_{t_0}^{t} p(s)\exp(\int_{t_0}^{s} [p(r) + q(r)]dr)ds, \quad t \in J,$$

Lemma 2. Let $u(t), p(t)$, and $q(t)$ be real-valued nonnegative continuous functions defined on $J$, for which the inequality

$$u(t) \leq u_0 + \int_{t_0}^{t} p(s)u(s)u(s) + \int_{t_0}^{s} q(r)u(r)drds, \quad t \in J,$$
holds, where $u_0$ is a positive constant. Then
\[ u(t) \leq u_0 \exp\left( \int_{t_0}^{t} p(s)u_0 \exp\left( \int_{t_0}^{s} q(r)dr \right) / R(s)ds, \quad t \in J, \right] \]
where
\[ R(s) = 1 - u_0 \int_{t_0}^{t} p(r) \exp(\int_{t_0}^{r} q(k)dk)dr, \quad t \in J. \]
\[ |p(r) \exp(\int_{t_0}^{t} q(k)dk)dr| \leq u_0^{-1}, \quad t \in J. \]

**Theorem 1.** Assume the followings:

i) The solution $y(t)$ of (1.2) is uniformly slowly growing in variation.

ii) The function $h(t, s, x)$ in (1.1) and its derivative $h_t(t, s, x)$ satisfy
\[ |h(t, s, x)| \leq p(t)|x|, \quad t \in J \]
\[ |h_t(t, s, x)| \leq p(t) \cdot \exp(\alpha t) \cdot q(s) \cdot |x|, \quad 0 \leq s \leq t < \infty \]
where $\alpha$ is a positive constant, $p$ and $q$ are continuous functions defined on $J$ such that
\[ \int_{t_0}^{\infty} M p(s) \exp(\int_{t_0}^{s} [M p(r) + q(r) \exp \alpha r]dr) ds \leq k, \]
where $M$ is a positive constant. Then all solution of (1.1) are slowly growing.

**Proof.** Using the nonlinear variation of constants formula developed by Brauer [2], the solutions of (1.1) and (1.2) with the same initial values are related by (1.4).

Using the assumptions (i), (ii) and (1.4) together with the definition of uniformly slowly growing in variation of the solution $y(t)$ of (1.2), we get
\[ |x(t)| \leq M|x_0| \exp \alpha(t - t_0) + \int_{t_0}^{t} M \cdot \exp \alpha(t - s) \cdot p(s)|x(s)|ds \]
\[ + \int_{t_0}^{t} M \cdot \exp \alpha(t - s) \cdot \int_{t_0}^{s} p(s) \cdot \exp \alpha s \cdot q(r)|x(r)|dr ds. \]

Multiplying both sides of the above inequality by $\exp(-\alpha t)$ and applying Lemma 1, with $u(t) = X(t) \exp(-\alpha t)$, we have
\[ |x(t)| \leq M|x_0| \exp \alpha(t - t_0)[1 + \int_{t_0}^{s} \{M p(s) \exp \int_{t_0}^{s} [M p(r) + \exp(\alpha r) \cdot q(r)]dr \} ds, \]
\[ \leq M|x_0| \exp \alpha(t - t_0)[1 + k]. \]
The above estimate yields the desired result if we choose $M$ and $|X_0|$ small enough. This completes the proof.

Now we apply the above technique to investigate the nonlinear system of Volterra integral system of the form

$$x(t) = f(t) + \int_{t_0}^t g(t, s, x(s))ds$$

$$+ \int_{t_0}^t x(s)h(s, x(s))ds + \int_{t_0}^t k(s, \tau, x(\tau))d\tau ds,$$

$$x(t_0) = f(t_0) = x_0$$

as a perturbation of the system (1.2). $h(t, x, z)$ and $k(t, s, x)$ are continuous on $0 \leq s \leq t < \infty, |x| < \infty$. The solution of (1.2) and (2.1) with the same initial values are related by (Brauer [2])

$$x(t) = y(t) + \int_{t_0}^t \Phi(t, s, x(s))x(s)h(s, x(s))$$

$$+ \int_{t_0}^s k(s, \tau, x(\tau))d\tau ds$$

**Theorem 2.** Assume

i) The solution $y(t)$ of (1.2) is globally uniformly stable in variation

ii) The functions $h(t, x, z)$ and $K(t, s, x)$ in (2.1) satisfy

$$|h(t, x, z)| \leq p(t)(|x| + |z|), \quad t \in J$$

$$|k(t, s, x)| \leq q(s)|x| \quad 0 \leq s \leq t < \infty.$$ 

where $p$ and $q$ are continuous functions defined on $J$ such that

$$\int_0^\infty \{Mp(s)M|x_0|\exp(\int_{t_0}^t q(\tau)d\tau/R(s))\}ds < \infty$$

where

$$R(t) = 1 - M|x_0|\int_{t_0}^t Mp(R)\exp(\int_{t_0}^r q(\tau)d\tau)dr,$$  \quad (2.4)$$

$M > 0, x_0 \neq 0$ are constants. Then all solutions of (2.1) are bounded on $J$.

**Proof.** Using (2.1) and the assumption (i), (ii) we have

$$|x(t)| \leq M|x_0| + \int_{t_0}^t Mx(s)p(s)|x(s)| + \int_{t_0}^s k(s, \tau, x(\tau))d\tau ds.$$  \quad (2.5)
Applying lemma 2 and using (2.3) and (2.4), inequality (2.5) reduced to

$$|x(t)| \leq M|x_0| \exp \int_{t_0}^{t} \{Mp(x) \cdot M|x_0| \exp(\int_{t_0}^{s} q(r)dr)/R(s)\}ds.$$ 

The above estimation in view of the assumption (2.3) implies the boundedness of all solutions of (2.1). This completes the proof.

**Remark 2.** We note that theorem 1 implies not only the boundedness, but the stability of the solution $x(t)$ of (2.1) if $|x_0|$ is small enough. However the above estimation does not prove the asymptotic stability.

**Theorem 3.** Assume

i) The solution $y(t)$ of (1.2) is uniformly slowly growing in variation.

ii) The functions $h$ and $k$ in (2.1) satisfy

$$|h(t,x,z)| \leq p(t)(|x| + |z|), \quad t \in J$$

$$|k(t,s,x)| \leq \exp(\alpha t) \cdot q(s)|x|, \quad 0 \leq s \leq t < \infty,$$

where $\alpha$ is a positive constant and $p$ and $q$ are continuous function defined on $J$ such that

$$\int_{t_0}^{\infty} \{Mp(s)\exp(\alpha s)Mx_0 \exp(-\alpha t_0)$$

$$\cdot \exp(\int_{t_0}^{s} q(r)\exp(\alpha r)dr)/R(s)\}ds < \infty,$$

where

$$R(t) = 1 - M|x_0| \exp(-\alpha t_0) \int_{t_0}^{t} Mp(\tau) \exp(\alpha \tau)$$

$$\cdot \exp(\int_{t_0}^{\tau} q(r)\exp(\alpha r)dr)d\tau, \quad M > 0, x_0 \neq 0$$

are constant. Then all solutions of (2.1) are slowly growing.

**Proof.** As in Theorem 2, the solutions of (2.1) and (1.2) with the same initial values are related by (2.2). Using the assumptions (i), (ii) and (2.2) we have

$$|x(t)| \leq |y(t)| + \int_{t_0}^{t} |\Phi(t,s,x(s))|x(s_0)$$

$$h(s,x(s),\int_{t_0}^{s} |k(s,\tau,x(\tau))d\tau|ds$$
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\[ |x(t)| \leq M|x_0| \cdot \exp(\alpha(t - t_0)) + \int_{t_0}^{t} M \alpha(t - s) \cdot x(s) \cdot p(s) \cdot (|x(s)| + \int_{t_0}^{t} \exp(\alpha s \cdot q(r)|x(r)|dr)ds. \]  

Multiplying (2.7) by \( e^{-\alpha t} \) and applying lemma 2 with \( u(t) = |x(t)| \exp(-\alpha t) \), we obtain

\[ |x(t)| \exp(-\alpha t) \leq M|x_0| \exp(-\alpha t) \cdot \exp\{M p(s) \exp(\alpha s) \cdot M|x_0| \exp(-\alpha t) \cdot \exp(\int_{t_0}^{s} \exp(\alpha \tau) \cdot q(\tau)d\tau/R(s))ds. \]

The above estimation yields the desired result if we choose \( M \) and \( |x_0| \) sufficiently small and all solutions of (2.1) grow more slowly than any positive exponential. This completes the proof.

The next theorem shows that under some suitable conditions on the functions \( h \), the exponential asymptotic stability in variation of the solutions of (1.2) implies that all the solutions of (2.1) approach zero as \( t \to \infty \).

**Theorem 4.** Assume

i) The solution \( y(t) \) of (1.2) is exponentially asymptotically stable in variation.

ii) The functions \( h \) and \( k \) in (2.1) satisfy

\[ |h(t, x, z)| \leq p(t)(|x| + |z|), \quad t \in J, \]

\[ |k(t, s, x)| \leq \exp(-\alpha t)q(s)|x(s)|, \quad 0 \leq s \leq t < \infty \]

where \( \alpha \) is a positive constant, \( p \) and \( q \) are continuous function defined on \( J \) such that

\[ \int_{t_0}^{\infty} \{M p(s) \exp(-\alpha s) \cdot M|x_0| \exp(\alpha t_0) \cdot \exp(\int_{t_0}^{s} q(\tau) \exp(-\alpha \tau)dr/R(s))ds < \infty, \]  

where

\[ R(s) = 1 - M|x_0| \exp(\alpha t_0) \int_{t_0}^{t} M p(\tau) \exp(-\alpha \tau) \cdot \exp(\int_{t_0}^{\tau} q(\tau) \exp(-\alpha \tau)dr)d\tau. \]
Then all solutions of (2.1) approach zero as $t \to \infty$. The proof is similar to that of Theorem 3, and so is omitted.

Now we shall study the asymptotic behaviour of the perturbed Volterra integral equations allowing more general perturbations than we previously allowed.

Consider the system

$$x(t) = f(t) + \int_0^t a(t,s)[g(s,x(s),\int_0^s k(s,\tau,x(\tau))d\tau)]ds, \quad (2.9)$$

as a perturbation of the system

$$y(t) = f(t) + \int_0^t a(t,s)y(s)ds, \quad (2.10)$$

where $a(t,s)$ is an $n \times n$ continuous matrix, $x, y, f, g$ and $k$ are as defined before.

It is known [5] that the resolvent system corresponding to the system (2.10) is

$$r(t,s) = a(t,s) + \int_s^t a(t,u)r(u,s)du, \quad 0 \leq s \leq t < \infty, \quad (2.11)$$

and its solution is called the resolvent Kernel. If $a(t,s)$ is locally $L^1$ in $(t,s)$ and if $r(t,s)$ exists and is locally $L^1$ in $(t,s)$, then the system (2.9) may be written in the equivalent from "variation of constants formula" 

$$x(t) = y(t) + \int_0^s r(t,s)g(s,x(s),\int_0^s k(s,\tau,x(\tau))d\tau)ds, \quad (2.12)$$

where $y(t)$ is the solution of the linear system (2.10) given by

$$y(t) = f(t) + \int_0^t r(t,s)f(s)ds, \quad t \geq 0. \quad (2.13)$$

Our next theorem shows that under some suitable conditions on the perturbation term $g$ and on the function $k$, the uniform slowly growing of (2.10) relative to its resolvent kernel implies that all solutions of (2.10) are slowly growing.

**Theorem 5.** Assume

i) The solution $y(t)$ of (2.10) is uniformly slowly growing relative to its resolvent kernel.
ii) The perturbation \( g(t, x, z) \) satisfies the inequality
\[
|g(t, x, z)| \leq p(t)(|x| + \exp(\varepsilon t)|z|), \quad t \in J
\]
and \( \int_0^\infty p(s)ds < \infty, \varepsilon > 0 \) is a constant.

iii) The function \( k(t, s, x) \) satisfies the inequality
\[
|k(t, s, x)| \leq q(s)|x|, \quad t, s \in J
\]
and
\[
\int_0^\infty q(s)ds < \infty.
\]

iv) There exists a constant \( N \) such that
\[
\int_0^\infty M_p(s) \exp\left(\int_0^s [M(p(\tau) + q(\tau)\exp(\varepsilon \tau)]d\tau\right)ds \leq N
\]
where \( M \) is a constant in definition 3. Then all solutions of (2.9) are slowly growing.

**Proof.** As before, by using the variation of constants formula, the solution of (2.9) and (2.10) are related by (1.12). Using the assumptions (ii), (iii), (2.12) together with the uniformly slowly growing of (2.10) relative to its resolvent kernel, we obtain
\[
|x(t)| \leq |y(t)| + \int_0^t \int_0^s |g(s, t, s)| |x(s)|, \int_0^s k(s, \tau, x(\tau))d\tau|ds,
\]
i.e.
\[
|x(t)| \leq M|x_0|\exp(\varepsilon t) + \int_0^t M \exp \varepsilon(t - s)p(s)(|x|) + \varepsilon s \int_0^s q(\tau)|x(\tau)|d\tau ds.
\]
Multiplying both sides of (2.14) by \( \exp(-\varepsilon t) \) and applying lemma 2 with \( u(t) = x(t)\exp(-\varepsilon t) \) we have
\[
\exp(-\varepsilon t) \cdot |x(t)| \leq M|x_0|M \exp(-\varepsilon s) \cdot p(s)(|x|) + \exp(\varepsilon s) \int_0^s q(r)|x(r)|dr|ds.
\]
i.e.
\[
\exp(-\varepsilon t)|x(t)| \leq M|x_0|[1 + \int M_p(s) \exp(\int_0^s (M_p(r) + \exp(\varepsilon r)q(r))dr)ds].
\]
Hence

$$|x(t)| \leq M|x_0| \exp(\varepsilon t)[1 + N].$$

The above estimation yields the desired result if we choose $M$ and $|x_0|$ small enough, and the proof of the theorem is complete.
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