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JOINT DISTRIBUTION OF QUEUE

LENGTH FOR TWO NODES QUEUEING

NETWORK BY FUNCTIONAL EQUATIONS

BONG DAE CHOI AND YANG WOO SHIN

1. Introduction

In this paper we consider the two nodes queueing network model in
which node 1 has general service time and node 2 has exponential service
time (fig. 1). Customers arrive at the node I according to the Poisson
process with rate A. The node 1 has the service time distribution G(·)
and node 2 has an exponential server with mean *. We assume that
two nodes have waiting rooms of infinite capacity. Customers departing
from each node may either leave the system or enter the another node
according to Bernoulli schedule. Let 0 ~ Pi ~ I, (i = 1, 2) be the
probability that the customer completing his service at node i enters the
other node and let qi = 1 - Pi, i = 1,2. When PI = I and P2 = 0, our
model becomes two nodes tandom queue denoted by MIGll -+ ·IM/I
([1]).

Fig. 1 Two nodes network
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When 0 < PI < 1 and P2 = 1, our model becomes an M / G/1 delayed
feedback model. The M/G/1 delayed feedback model has been stud
ied by many authors([4]). For the detailed list of related works in the
queueing network refer the survey paper written by Disney and Konig
[4]. Recently, Blanc et al. [1] obtained the closed form expression for the
joint queue length distribution in the two node tandom queueing model
with general service time at the first node and exponential distribution
in the second node by solving the functional equation in two variables.
The main purpose of this paper is to find the joint queue length distribu
tion for our model. We show that the generating function F( x, y) for the
joint stationary queue length distribution in the model described above
can be obtained by solving the functional equation of the following type

(1.1) K(x, Y)W(x, y) = A(x, y)«p(x, y) + B(x, y)n(y),

where 'II, «P and n are unknown and K, A and B are known functions.
We solve the equation (1.1) and then give the expression for F(x,y).

In section 2 we derive the equation (1.1) and study the properties of
the equation K(x,y) = O. In section 3, we solve the equation (1.1) in
terms of n(y) and give the Fredholm integral equation of second kind
for f2(y). The generating function F(x, y) is given in section 4.

2. The functional equation

Let Xi(t) denote the number of customers present at node i (i = 1,2)
at time t, including the one being served, if any, and let R(t) be the
residual service time of the customer being served at node 1 at time t
if XI(t) > 0, otherwise R(t) = O. Then the stochastic process X =
{(Xl (t), X2(t), R(t», t 2: O} is a Markov process with state space N x
N x [0, +00), where N denotes the set of all nonnegative integers. We
assume that the service time distribution G(·) at node 1 is not a lattice
distribution and that G(O+) = o. It is also assumed that the second
order moment of the service times is finite. Let ~ be the mean service
time at node 1. Define for t > 0, r > 0, i 2: 1, j ;::: 0,

(2.1)

(2.2)

(2.3)

pet; i,j, r) = Pr(XI(t) = i, X 2(t) = j, R(t) < r),

p(t;j) = Pr(XI(t) =0, X 2(t) = j),

q(t; i,j) = lim !p(t; i,j, r).
T-+O V1



Joint distribution of queue length for two nodes queueing network 79

Through out this paper, we assume that the following conditions

(AI)

(A2)
P.P2 +A < V,

VPl < J.t.

hold. The conditions (AI) and (A2) guarantee the stability of node 1
and node 2, respectively. Hence under the conditions (AI) and (A2)
the Markov process X possesses a unique stationary distribution. Let
p(i,j,T) = limt-+oop(t;i,j,T) and p(j) = limt-+oop(t;j) and q(i,j) =
limt-+oo q(t; i,j). Considering the process transitions between t and t+~t
and letting ~t -+ 0 and then letting t -+ 00, we have the following set
of differential equations for i 2: 1, j 2: 0, T > 0,

- :TP(i,j, T) = Ap(i -1,j, T)li~2 + J.tP2P(i - l,j + 1, T)li~2
(2.4) + Ap(j)G(T)li=l + J.tP2p(j + I)G(T)li=l

- (A + J.tli~dp(i,j, T) - q(i,j) + p.q2P(i,j + 1, T)

+ Plq(i + l,j -1)G(T)li~l+ qtq(i + 1,j)G(T),

for j 2: 0

where lA denotes the indicator function of the event A and qi = 1 - Pi,
i = 1,2. We introduce the following Laplace-Stieltjes transforms and
generating functions;

(2.6) 3(x,y,u) = ffxiyi100

e-lTTp(i + l,j,dT),
i=O i=O 0

00 00

(2.7) w(x,y) = LLq(i + l,j)x i yj,
i=O j=O

00

(2.8) f!(y) = LP(j)yi,
j=O

00 00

(2.9) F(x, y) = lim "" xiyiPr(Xt(t) = i,X2(t) = j),t-+oo L....i L....i
i=O i=O
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for Ixl ~ 1, Iyl ~ 1 and Re(O") 2:: o. From (2.6)-(2.9), it is easily seen
that the generating function F(x, y) of the joint stationary queue length
distribution satisfies the relation

(2.10) F(x, y) = xS(x, y, 0) + O(y),

(2.11)

for Ixl ~ 1, Iyl ~ 1. Multiplying equations (2.4) and (2.5) by xiyiand yi
and summing over i, j and j ,respectively, we have the following relation
for unknown functions S(x,y,O"), '1I(x,y) and O(y);

x(A(l- x) + JL(1- P2x: q2) - 0")S(x,y,O")

=JL(1 - P2
X + q2 )q,(x, 0") - (x - (PlY + ql),8(O"»'1J(x, y)

y

( ( P2X + q2 )- A 1- x) +JL(1- y ) ,8(O")O(y)

where q,(x, 0") = xS(x, 0, 0") + 0(0),8(0") and ,8(0") = 1000 e-tTtdG(t). Let
ting 0" = A(l - x) + JL(l - P2 X:92), the right hand side of (2.11) must
vanish and hence

(2.12) K(x, y)'1I(x, y) = A(x, y)~(x,y) + B(x, y)O(y),

for Ixl ~ 1, Iyl ~ 1, Re(A(l - x) + JL(l - 7'2 X:'2» 2:: 0 with

(2.13)

(2.14)

(2.15)

(2.16)

P2 X + q2K(x, y) = x - (PlY + qt},8(A(l - x) + JL(l - »,
y

P2 X + q2
~(x, y) = q,(x, A(l - x) + JL(l - »,

y

P2X +q2A(x,y) = JL(l- ),
y

P2 X + q2B(x,y) = - (A(l- x) + JL(l- »
y

x ,8(A(l - x) + JL(1- P2 X + q2»
y
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The three unknown functions 'l1, q) and n in (2.12) have the following
properties;

for every fixed Iyl :5 1, 'l1(x, y) is analytic for Ixl < 1 and continuous
for Ixl :5 1, and similarly for x and y interchanged;
for every fixed y with Iyl ~ 1, q)(x, y) is analytic in x for Ixl < 1,
continous for Ixl :5 1;
for every fixed x with Ixl :5 1, q)(x,y) is analytic in y for Iyl < 1,
continus for Iyl ~ 1;
O(y) is analytic for Iyl < 1 and continuous for Iyl :5 1.

The generating function F(x, y) can be expressed in terms of 'l1(x, y).
Indeed, let q = 0 in (2.11) and then for fixed Ixl :5 1, choose y such that
.\(1 - x) + p(l - pa

z
: 9a) = 0 and Iyl :5 1 i.e.

Then we have from (2.11) that

(2.17)
x - (P18(x) + ql)

4>(x, 0) = 8(x) (O() (p »'l1(x,O(x».
p x - 2X + q2

Letting q = 0 in (2.11) and substuting (2.17) into (2.11), we have from
the relation (2.10) that
(2.18)

/L(l - pa z+92 )8(x) z-(r6(x)+qt) 'l1(x O(x» - (x - (p y + q »'lJ(x y)F(x ) = r- 11 1&(6(z -(Paz+qa»' 1 1 ,

, Y .\(1 - x) + p(l _ pax: 92)

Thus to find F(x, y) it is enough to find the function 'lJ(x, y) for Ixl :5 1
and lyl :5 1.

Now we consider the equation K(x, y) = O.

LEMMA 2.1. There exists only one root Yo in {Iyl > I} of the equation

(2.19)
1

K(l, y) = 1 - (PlY + qI){3(p(l - -» = o.
y
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For fixed y with 1 ~ Iyl ~ Yo, the equation K(x,y) = 0 has exactly
one root x = X(y) in {Ixl ~ 1}. All the roots have multiplicity one.
Moreover, IX(y)1 = 1 if and only if y = 1 or y = Yo, in this case
X(I) = X(yo) = l.

Proof. The existence and uniqueness of Yo in {Iyl > 1} are equivalent
to the existence and uniqueness of the solution Zo in {Iz I < 1} of the
equation

z - (PI +qlz)f:J(p,(l - z)) = O.

Let g(x) = (PI + qlx)f:J(p,(1 - x». Since 9 is convex on open interval
(0,1) and g(O) = Plf:J(p,) and g'(1) = qI + ~ > 1 by the condition (A2),
g(x) = x has a real solution Zo in the interval (0,1) (see fig.2). Since
for Ig(z)1 ~ g(lzl) < Izl, for 1 > Izi > Zo, by Rouche's theorem, Zo is
the unique solution of g(z) = z in {izi < 1}. Hence Yo = ;0(> 1) is the
unique solution of (2.19) in {Iyl > 1}.

1 zo

g(O) 1.-----/1

11----------2

Fig. 2
Fix y with Iyl = 1 and y #: 1. Them, for Ixl = 1, we have the following
inequalities

P2x + q2
I(PIY +qt}f:J('x(l- x) + JL(l - »1

y

<1f:J('x(1- x) + p,(I- P2X + q2»1
y

<1



(2.20)
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By Rouche's theorem, for each y with Iyl = 1, y =1= 1, the equation
K(x,y) = 0 has exactly one solution in {Ixl < 1}. From the relation
1,8(1)(8)1 ~ IP~8)1, we have the inequalities

d
Idx,8('x(1 - x) + JL(1 - (P2 X + q2»)1

= (,X + PP2)\,8(I)(,X(1 - x) + 1'(1 - (P2 X +q2»)1
1

~ (,X + JlP2)-I,8('x(1 - x) + p(1 - (P2 X+ q2»)1
v

< ,X + JLP2 < 1
- v

for Ixl ~ 1. Last inequality followed from the condition AI. Conse
quently, for all Ixl ~ 1 with x =1= 1, we have

11 - ,8('x(1 - x) + JL(1 - (P2 X + q2»)1 < 11 - xl,

which therefore shows that x = 1 is the only solution of K(x, 1) = 0 in
{Ixl ~ 1}. Now we consider the case 1 < Iyl ~ yo and y =1= yo. Note that
for real y with 1 ~ y ~ Yo, the inequality

(PI + ql ),8(1'(1- !» ~ !
y y y

holds (see fig. 2), and the equality in the above inequality holds only the
case y = 1 and y = Yo. For Ixl = 1 and 1 < Iyl ~ Yo, y =I Yo, we have

(2.21)

where the last inequality followed from (2.20). If Y is not real, the first
inequality in (2.21) is strict. The second inequality is strict except for
Iyl = Yo· Hence by Rouche's theorem, for 1 < Iyl ~ Yo and y =1= Yo, the
equation K(x,y) = 0 has exactly one solution in {Ixl < 1}. By the same
procedure x = 1 is only solution of K(x, 1) = 0, we can show that x = 1
is the only solution of K(x, Yo) = O.



84 Bong Dae Choi and Yang Woo Shin

(2.22)

LEMMA 2.2. X(y) defined in lemma 2.1 is analytic in {I S Iyl S
Yo, y =1= I} and continuous in {I S Iyl S yo}.

Proof. Fix YI with 1 S IYII S yo and YI =1= 1, and define Xl = X(yI). If
YI =1= 1 and YI =1= Yo, then IX(YI)I < 1. Thus it follows that there exist two
real numbers rl > 0 and r2 > 0 such that Re('\(l-x)+p(l- P2

X
: Q2)) > 0

for x E {Ix - XII < rIl and Y E {Iy - YII < r2}. Now we consider the
case YI = Yo. In this case take r2 = !(Yo - 1) > 0 and then take

rl = '\(Yo+'i)~2~P2 > O. Then Re('\(1 - x) + p(l - ~» > 0 for
x E {Ix - 11 < rIl and {Iy - yol < r2}. Hence K(x, y) is analytic in
{Ix - XII < rIl for every fixed Y with Iy - YII < r2 and analytic in
{Iy - YII < r2} for every fixed x with Ix - XII < rl. From the uniqueness
of the solution Xl and multiplicity one, we have

a
ax K(x,Y)I(Xt,Yd =1= O.

By the implicit function theorem for complex variables, X(y) is analytic
in {I S lyl S Yo, y =1= I} and continuous in {I S Iyl S Yo}.

Let

Co = {Iyl = yo}, ct = {lyl < Yo}, Co = {Iyl > yo}

L = {X(y)ly E Co}

and L+(resp. L-) denote the region on the left (resp. right) of the curve
L, when moving on L in the counter clockwise. Because of the continuity
of X(y) on Co it is seen that L is a closed curve. By differentiating the
relation K(X(y), y) = 0 with respect to y, we have

~X(y) = PI.8(O'(y) +(pP,X~y+q2)(PIY + qI),B<l)(O'(y»)

ay 1 + (,\ + PP2~)(PlY + ql).8(l)(O'(y»

-/yK(x, Y)I(x(y),y)
= a 'ax K(x, Y)I(x(y),y)

where O'(Y) = A(1-X(Y»+J.t(I- P2X(:)+q,). Since Ix K (x,Y)I(x(y),'1) =1=

0, the denominator of Iy X (y) cannot vanish for Y E Co, which shows that
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the curve L is everywhere differentiable. We easily see that X(l)(y) = 0
if and only if ty K(x, y)l(x(y),y) = 0, y E Co. We assume that the curve
L is smooth and L+ is simply connected domain, i.e.

(A3) X(l)(y) =1= 0, for y E Co

(A4) X(yI} =1= X(Y2), for anyyI, Y2 E CoandYl =I- Y2·

Following the procedure of Blanc et al. [1], we have the following
propositions.

PROPOSITION 2.1. For all x E {Ixl ~ I}nL-, theequationK(x,y) =
ohas exactly one root y = Vex) in {Iyl > yo}. Moreover, Vex) is analytic
in {Ixl < I}nL- and continuous in {Ixl S; I}nL- and can be analytically
continued up to Land Y(X(y» = y for any y E Co.

PROPOSITION 2.2. For evezy x E L+, the equation K(x, y) = 0 has
no roots in {Iyl ~ yo}.

3. The Integral equation

Let us show that the functins \lJ (x, y) and Q(y) can be both analyt
ically continued up to the contour Co, for every fixed IxI S; 1. Since
K(X(y),y) = 0 for Iyl = 1, we have from (2.12) that the following
relation holds

(3.1)
A(X(y),y)

Q(y) = - B(X(y),y) ep(X(y),y), Iyl = 1.

We assert that the right hand side of (3.1) is analytic in {I < Iyl < Yo}
and continuous on {I ~ Iyl S; Yo}. Indeed, B(X(y),y) = 0 implies that

(i) A(l - X(y» + p(l - P2 X (y) + q2) = 0, or
y

(ii) ,8(A(l - X(y» + p(l _ P2 X (y) + q2» = 0
y

If (i) holds then X(y) = (A+e)y-eQ2 and hence
, Ay+eP2

IX( )1 > (A +p)lyl- J-Lq2 > 1
y - Alyl + J-LP2 '
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for 1 < Iyl $ yo. However since IX(y)1 $ 1 for 1 < Iyl $ Yo, (i) cannot
occur. IT the case (ii) holds, it is easily seen from the definition of X(y)
that XCV) = o. Hence ()(X(y),y) = o.

Consequently, we deduce from the principle of analytic continuation
that (3.1) gives the analytic continuaton of f!(y) to {Iyl $ Yo}. Note
that

(3.2)

for Ixl $ 1, Iyl $ 1 and Re (A(l-x )+p(l- P2
Z
:92 )) ~ 0, where T1(x, y) =

:~:,y» and T2(x, y) = ~«z,y». Thus \lI(x, y) can be analytically continued,y z,y
to {Iyl $ yo} for fixed x with Ixl $ 1. Cauchy's integral formula for
analytic function and the relation (3.2) yield the following relation; for
Ixl $ 1 with x ¢ Land Iyl < Yo,

(3.3) .T,( ) = _11 T1(x,t)",,( )d _11 T2(x,t)n()d
'JI! x,y. 'J.' x, t t + 2 . H t t.

21l"z Co t - Y 1l"Z CO t - Y

Note that K(x, y) f:: 0 for Ixl $ 1 with x ¢ Land y E Co, which ensures
that both integrals in the right hand side of (3.3) are well-defined. By
proposition 2.1 and 2.2, if x E {Ixl $ I} n L-, then K(x, y) has exactly
one zero y = Y(x) in Co and K(x,y) has no zeros in Co UCo if x E L+.
This entails that the function t .-+ T1(x, t)()(x, t) is analytic in Co and
continuous in Co U Co for any x E L+, and that it has exactly one pole
at y = Y(x) in Co for any x E {Ixl $ I} n L-. Thus for x E L+ and
y E ct, we have that

(3.4)

and for x E {Ix I $ I} n L - ,

-1-1 T1(x,t)",,( )d _ r(x)
• 'J.' x, t t - Y() ,

21l"Z Co t - y x - y



Joint distribution of queue length for two nodes queueing network 87

where r(x) is the residue of the function t I--? T1(x, t)<p(x, t) at t = Y(x),
l.e.
(3.5)

. t-Y(x)
r(x) = hm K( ) A(x, t)<p(x, t)t-+Y(x) X, t

A(x, Y(x »<p(x, Y(x»

:tK(x, t)lt=Y(x)

p(l - P;:(~f2 )<p(x, Y(x»

LEMMA 3.1. The function rex) is continuous in {Ixl $ l}n(L- UL).

Proof. Recall that Vex) is a continuous and non-vanishing function
for x E {Ixl $ 1} n (L- U L). Since, for each x E {Ixl $ 1} n L-, the
solution of K(x, y) = 0 is simple, we have ;yK(x, y)ly=Y(x) =1= O. Noting
the following equivalences

o 0
(A3) {::} oyK(x,y)l(x(y),y) =1= 0, Y E Co {::} OyK(x,y)l(x,y(x» =1= 0, x E L,

the lemma is proved.

From (3.5) and (3.1), we have

(3.6)

where

Let

r(x(y» = -O(y) 0 -B(X(y),y)
oyK(x, y)l(x(y),y)

= -Q(y)O(y), y E Co,

TI( ) __1 1 T2(x, t) A( )dx, y - 2 . ;u t t.
7!''l Co t - Y
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Then (3.3) becomes
(3.7)

{
TI(x, y)

'!I(x,y) = TI( )+~x,y ~

for x E L+, Iyl < Yo

for x E {Ixl $ I} n L-, Iyl < yo·

Let Z(x) = P2X + Q2, Ixl :5 1. Then clearly IZ(x)/ $ 1 for Ixl $ 1. We
have from (2.15) that A(x,Z(x» = O. From (2.12) we have

(3.8) '!I(x,Z(x» = T2(x,Z(x»!1(Z(x».

(3.9)

From (3.7) we have for x E {Ixl $ I} nL-,

rex)
'!I(x, Z(x» = TI(x, Z(x» + Y(x) _ Z(x)"

We have from (3.8), (3.9) and (3.7) that for x E {Ixl $ I} n L-,

(3.10)

rex) = (Z(x) - Y(x»{TI(x, Z(x» - T2(x, Z(x»!1(Z(x»)}

=Z(x) - Y(x) ( T2(x,t) - T2(x,Z(x»!1(t)dt.
21l"i leo t - Z(x)

Note that T2 (x, Z(x» = :~::i~:~~ is analytic in {Ixl < I} and continuous
on {Ixl :5 I}. Indeed, let hex) = (Pl]J2X +Plq2 + qt},8(A(l - x». Then
K(x,Z(x» = x - hex). Note that hex) is convex on the interval (0,1)
and h(O) = (PIQ2 + Ql),8(>') > 0 and h'(l) = ;(>. + P2Vpt) < 1 by (AI)
and (A2). Thus we have Ih(x)1 $ h(lxl) < Ixl for Ixl < 1, and hence
by Rouche's theorem the equation K(x, Z(x» = 0 has no solution in
{Ixl < I}. Since Ih(x)1 < 1 for Ixl = 1, x =fi 1, the unique zero of
K(x,Z(x» is x = 1. However B(x,Z(x» has also zero at x = 1. Thus
T2 (x, t) - T2 (x, Z(x» has a pole at x = X(t), t E Co. Then the integral
(3.10) is singular integral when x E L. The following lemma helps us to
remove this singularity.

LEMMA 3.2. For any z E Co - {yo}, there exists a neighborhood Vz

of the point z such that
l)X(y) is analytic in Vz
2)X(Vz nCo) c {Ixl $ I} n L-
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3)X(Vz n ct) c L+
4)Vz c {Iyl > I}.

Proof. See Blanc et al. [1].

Let'

v = UzECo-{Yo} Vz

and define for y E V, t E Co,

(3.11) H( )
_ T2(X(y), t) - T2(X(y), Z(X(y») _ A(y)

y, t - ) ,t-Z(X(y) t-y

where A(y) is the residue of the function

t 1-+ _T2-,-(X_(..:.:;.y.:;..:..), -:;..t)_- 1'....,..:2(,-X.,..o.:(y,..:;-:),_Z-,-(X---,(:..;:...:y)~»
t - Z(X(y»

at t = y. In fact, for any y E V,

. (t - y) B(X(y), t)
A(y) = ~ K(X(y),t) t - X(X(y»

1 B(X(y),y)
= y - Z(X(y» :tK(X(y), t)lt=y

- Q(y)
- y - Z(X(y»·

LEMMA 3.3. The function H(y, t) posseses the following properties:
1) for fixed y E V, the mapping t 1-+ H (y, t) is continuous on the circle

Co
2) for fixed t E Co, the mapping y 1-+ H(y, t) is continuous in v.

Proof. (1). If y E V - Co, then the continuity of t 1-+ H(y, t) on Co
readily follows from definition (3.11). Similary if y E Co, then H(y, t)
is continuous on Co - {y}. It remains to prove that H(y, t) has a finite
limit whenever t ~ Y if y E Co. The existence of this limit follows from
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= _T2(X(y), Z(X(y») + II
y - Z(X(y» ,

the fact A(y) is the residue of the function t 1--+ T2 (X(y),t)-T2 (X(y),Z(X(y»)
t-Z(X(y»

at the point t = Y E Co. Tedious calculation yields the limit

H1(y) = lim H(y,t)
t-l/

tECo-I!I}

(3.12)

where

T2(X(t), Z(X(t») I
= - t - Z(X(t» +,

(3.13)

II = _ A(y) + I I I
y - Z(X(y» y - Z(X(y» '

(
p. )-1III = Pl(3(O'(y» + (PlY + ql)(y2 (P2X(y) +q2»,8(I)(O'(y»

X p.P2
X (:1 + q2 (,8(O'(y» + O'(y)(3(I)(O'(y») + O'(y)(3(O'(y». (IV),

IV = q~ (P2X(y) + Q2)(3(I)(O'(y» + ~(PIY + Q.)(~ (P2 X (y) + q2») 2p(2)CO'(y)).

(2). Fix now t E Co. Then, clearly y 1--+ H(y, t) is continuous in V - {t}
from definition (3.11). It remains to prove that H(y, t) has a finite limit
whenever y -+ t. After tedious calculation we have

H2(t) = lim H(y, t)
l/-t

l/EV-{t}

where

1- A(I)(t) + p2X(I)(t)A(t) + II
- P2X(t)-t+Q2 P2X (t)-t+Q2'

II = - (X(l)(t) + (Pft +qt}(>. +Jl;:Z )X(I)(t),8(l)(O'(tn)-1

X (-\ + p.~ )X(l)(t) ((3(O'(t» + O'(t)(3(1) (0'(t»)

- B(X(t), t) . III,

III = _! (X(2)(t) + (PIt +Q.)(-\ + P.P2 )X(2) (t)(3(1)(O'(t»
2 t

(PIt + QI)(-\ + P.~2 )X(I)(t») 2(3(2)(O'(t»).
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From (3.10) and (3.11) we have for z E V nC;,
(3.14)

r(X(z» = Z(X(z») - z ( O(t)H(z,t)dt + Z(X;z») - z ( A(z) O(t)dt
21rZ JeD 1rz JeD t - z

=Z(X(z») - i ( !l(t)H(z,t)dt.
21rZ JeD

Letting z --+ y E Co with z E V n C;, we have from (3.14) that for
y E Co

(3.15)

where

r(x(y)) = Z(X(y») - y ( !l(t)H*(y, t)dt,
21rZ JeD

H*(y, t) = {H(y,t) if t 1: Y
H 2(y) if t = y.

By combining (3.6) and (3.15), we derive the following integral equation:

(3.16)

where

(3.17)

!ley) = ( N(y,t)!l(t)dt, y E Co
JeD

N( )
= (Z(X(y» - y)H*(y, t)

y, t 21riQ(y)'

REMARK. For every t E Co, the function y 1-+ N(y, t) is continuous
on Co. Similarily the function t 1-+ N(y, t) is continuous on Co - {y} and

. Z(X(y» - y
lim N(y, t) = - 2 0Q(-) HI (y),
t-y 1rZ y

which is finite. Hence we have

(3.18) { { IN(y, t)1 2 dydt < 00.

JeD leo
Thus (3.15) defines a homogeneous Fredholm integral equation of the
second kind on the circle Co.
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4. The generating function

PROPOSITION 4.1. The real part of U(y) on the cirde Co is given
as the unique up to additive constant nonzero and continuous solution
of the following homogeneous Fredholm integral equation of the second
kind

(4.1)

where

t 1t

UR(Y) = 10 UR(t)NR(Y, t) dt, Y E Co,

(4.2)

(4.3)
UR(Y) = Re(U(y»,
NR(y, t) = 2Re(itN(y, t».

Proof. The proof of proposition 4.1 is essentially the same as the proof
of proposition 5.1 of [1].

Let us now show that the knowledge of UR(Y) on Co is actually suf
ficient for determine the generating function F(x,y). IT U1(t) and U2 (t)
be two solutions of (4.1), then U1(t) = U2(t) + C, for all t E Co, where
C is a constant.

Let Uo(t) be a solution of (4.1) with Uo(Yo) = o. Then the required
solution is

(4.4) UR(t) = Uo(t) + C,

where C = !lR(YO). The constant C is determined later. For Iwl = 1
and t = Yo w, we clearly have

U(t) = 2Re(U(t» - net)

=2Re(n(t» - n(t)
yo=2UR (t) - n(-),
w

since the coefficients of !ley) are all real numbers. Thus the function
II(x, y) defined in section 3 can be rewritten as follows; for Ixl :::; 1 with
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x ¢ L and Iyl < Yo,

(4.5)

for x E L+

for x E L+

from the Cauchy's theorem, since the function

T2 ( x, t) ro( Yo )
W 1-+ .l£ - , t = YoW

t-y w

is analytic for {Iwl > 1} and continuous for {Iwl ~ 1} for fixed x, y with
Ixl :::; 1, x ¢ L and Iyl < yo. Consequently,
(4.6)

{

..l: r T 2 (x,t) n (t)dt
7r1 Jco t-y R ,

w(x y) = ..l, r T2(X,t) nR(t)dt
, 7r1 Jco t-y

_Z(x)-Y(x)...!.. r T2(X,t)-T2(x,Z(x»n (t)dt for x E {Ixl <_ I} nL-
y-Y(x) 7ri Jco t-Z(x) R ,

=Wo(x,y) + CW1(X,y), for Iyl < Yo,

where
(4.7)

{

..l: r T 2 (x,t) n (t)dt for x E L+
7r1 Jco t-y 0 ,

Wo(x y) = ..l: r T2(X,t) no(t)dt
, 7r1 Jco t-y

- Z(x)-Y(x) 1 r T2(X,t)-T2(X,Z(X» n (t)dt for x E {Ix I <_ I} n L-
y,Y(x) 1I"i Jco t-Z(x) 0 ,

and
(4.8)

{

..l: r T 2 (x,t) dt
11"1 Jco t-y ,

W (x ) = ..l: r T 2 (x,t) dt
1 , Y 7r1 JCo t-y

Z(x)-Y(x) 1. r T2(X,t)-T2(x,Z(x» dt for x E {Ixl <} n L-
y-Y(x) 11"1 Jco t-Z(x) ' -
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Now we determine the constant C using the fact F(l,l) = 1. By sub
stituting (4.6) into (2.18), we have

(4.9)

(
P2X + q2 )-1

F(x,y) = ..\(l-x)+1J(1- Y )

x (1J(1- P2x + q2 )8(x) X - (P18(x) + qd
Y 1J(8(x) - (P2 X+q2»

(Wo(x, 8(x» + CWl(X, 8(x»)

- (x - (PlY + ql»(WO(X, y) +CWl(X, y»).

Letting x -+ 1 in (4.9), it is easily obtained that

(4.10)

1 ..\
F(l, y) =~(1 - PlP2 - PI;' )(Wo(l, 1) + CWl(l, 1»

y(l-PlY - qd
- ( ) ('110 (1, y) + C'1J l (l, y».

1Jy-1

Letting y -+ 1 in (4.10), we have

and hence

(4.11)
C _ 1 - X(l - PlP2)Wo(1, 1)- *(1- PlP2)Wl(l, 1)
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