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ABSTRACT

This paper introduces the Parallel Advanced Loosely coupled Multiprocessor (PALM) architecture,
which is based on HCH(m, p), where m is the number of links per a communication processor
(CP) and p is the number of application processors (APs) connected to the CP. Communication
links between a pair of CPs and/or between a CP and an AP, are made of dual-Port RAMs,
which provide fast and reliable word-parallel communication between processors. Among the wide
spectrum of HCH networks, HCH(m, 2) is also known to be & cost optimal topology, such that
HCH(m, 2) consists of the largest number of APs retaining the minima} number of CPs and com-
munication links. We also implement a testbed based on HCH(2, 2). The experiment result shows
that the small communication/computation ratio of the PALM system would realize fine—grain
parallelism on message-passing MIMD systems.

1. Introduction

Among the various interconnection topolo-
gies (i.e., ring, hypercubes, torus, trees, mesh-
es, etc.), hypercubes have been widely used
as an interconnection network since their
routing scheme is relatively simple and their
topological emulation capability is extensive.
So types

emerged. One incorporates packel switching

far, two of hypercubes have
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techniques, as seen in the first generation
hypercubes such as the iPSC [1] and the
Cosmic Cube [2]. Such systems are known to
the communication/computation
ratio, typically not better than 20 [18]. The
other type facilitates circuil swilching tech-
niques, as seen in the nCUBE/2 [3] and the
iPSC/2 [4], that are known to be the second
generation hypercubes.

have poor

Recently, wormhole
routing is widely studied and adopted as a
basic interprocessor communication strategy

in message passing MIMD systems. Such
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svstems uswelly ncorpiciie a  dual-processor
node configaratcn. i wo_ch each node com.
ooses a commuricauon rocessor (CP) and
AP). Thus, a dual-

concurrent

zn application processor
node  configuraiion  promises
Ierprocessor commumcztions and  computa-
dons [5].

The degrzc of parallz_sm reflects the ex-
ent to which scitware parallelism matches
aerdware perallelsm. Alzzation of closely re-
eted paraliziism cnie & sluster that closely
connects & sma)  numoer  of  processors
through a high performe-ze intra—cluster net-
work woulé proviZe beiizm performance than

= distribution [6-

2], Such clustering proczssors would reduce
“he communicaticn: bancwdth on a global in-
terconnection neiwork, 32 that a small num-
oer of CPs is sufficient i service the commu-
nication demsnds of a iz—ze number of APs.
2 good example ¢zn be zund in the Connec-
don Machine [i0], in which 16 APs are
grouped and corrrolled -y one CP. In this
naper we Gesign £ clusizr based hierarchical
network, celled z Hierc—hical Cluster based
Hypercube (HACH). This network is adopted
‘or the Pgrallel Adven:sd Loosely coupled
Multiprocesssr (PALM) swstem, that s under
construction a1 Chungbuk National University.

In Section 2. £ ‘unda—zntal HCH network
s introduced. The HCH nzwork consists of a
sumber of hvpsrcube nzdes. Every node
-onfigures onz CP and z small number of
~Ps connected 1c the C7. The network fea.
tures are presents¢ in Szzuon 3. In Section
%, we implement 2 testh=d to evaluate the
communication performance of the network.
Section 5 represents conclusions and describes

Zurther works i progress.

2. Hierarchical Cluster based Hypercube

Networks

The basic network topology considered for
the PALM system is a hierarchical nelwork,
in which p APs are connected to every CP
to form a cluster and CPs are interconnected
as a hypercube. Such a hierarchical cluster
hased hypercube is called HCH(m, p), where
m is the number of links every CP has and p
is the number of links to connect APs. Thus,
m—-p links shape an m-p dimensional cube
neiwork. We summarize the characteristics of
HCH(m. p) as follows:

1. Each CP has m links; p links for imnter-
cluster communication and m—p links for
intra—cluster communication.

2. CPs are interconnected as an m-p di
mensional cube.

3. The network has 2" clusters (or CPs),
px2°7" APs and (m+p)27*"' links.

4. The diameter of the network 15 m-p.

HCH(m. p) can represent a wide variety of
network topologies. For examples, HCH(m. 1)
is an (m-1) dimensional second-generation
hypercube; HCH(m, m) is a star network In
which m APs are connected to one CP. Fig.
1 depicts several types of networks based on
HCH(5, p). Fig 1(a)
having 5 APs, while Fig 1(e) is a 4-dimen-

1s a star network

sional cube network.
Let the address of an AP be represented

by AP., where ¢ is the index of a cluster
and q is the index of the AP within the clus-
ter ¢. Communication between a pair of APs
whose cluster indices are identical does not

incur any inter-cluster communication. How-
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{Fig. 1) HCH(5, p) networks.

ever, communication between two APs, that

reside in the different clusters, mtiates
multihop inter-cluster communications along
the m-p dimensional cube network. For an
example, a message passing between APy
and AP; in Fig. 1(c), requires inter—cluster
routing through CP,, CP; and CPi. Intrinsical-
ly, such an inter~cluster communication rout-
ing is identical to that in a hypercube, and
thus, a hypercube self-routing is adopted for
our routing strategy. We will revisit this
topic in the next section.

Among several possible combinations of m
and p, either HCH(m, 1) or HCH(m, 2) con-
sists of the maximal number of APs [11].
However, HCH(m, 2) requires smaller number
of communication devices (total number of
CPs and links in our system) than that re-
HCH(m, 1). This implies that
HCH(m, 2) has the maximal number of APs

quired in
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while it retains a construction cost low. Such
a design consideration is crucial, since a
word-parallel communication between proces-
sors, that is our design goal, would dramati-
cally increase a wiring complexity of the
system as the dimension of the inter-cluster
communication network increases. Fig. 2
shows the number of APs and the number of
communication devices varying m and p. As
expected, HCH(m, 2) requires less communi-
cation devices than that required in HCH(m,
p), such that p= 2. In this paper, we denote
HCH(m, 2) as an optimal HCH network.
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3. The PALM System Network

We designed ¢ ALM system based on
HCH(m, 2). Eezn. CP is interconnected to
two APs, znd aii _Ps are linked as an (m-
2) dimensicnal cuze. Fig. 3 shows HCH(5, 2)
which is 2 basic network topology of the
has 16 APs and 8 CPs

repr=sznis & DPR

PALM svsiem. -
Every Iinx (dual-port
RAM), whose m=~ary space can be accessed
directly from boim ports. As DPRs facilitate
prevention

& primitne  aCriss-contention

logic insids the <n.p. construction of a rel:
eble worc-parzlz. communication network
using DPRs is s:mple. Furthermore, a word-
between processors

paraliel commur_zztion

would improve i7: communication bandwidth
of the svstern -~mpared with a bit-serial
communication &s szen in most of the loosely

coupled MIMD svsizms [14].

(Fig. 3) Tne PALM zustem network based on HCH
(5. 2).

Label the netw:-k component accerding to
the definition of =CH(m, p) as discussed in
section 2. Then. (P, is interconnected to CPy,
CP. and CP, thro:gh DPRs, Mcp—cp, Mcp.-

cp. and Mep—cp, respectively. AP, and AP,
are interconnected to CP, through Map_cp

such that j=0 or 1. By using the labeling
convention, we can prepare an obvious and
straightforward routing algorithm for the
system. Let AP, and AP, be addresses of a
source AP and a destination AP,
respectively. AP, wriles a message packet
vhat coniains the source and destination AP
addresses and necessary information onto the

corresponding location of the DPR, Map —cp.
Then CP, fetches the source and destination
addresses from the DPR, and determines the
inter—cluster routing path from the cluster s
to the cluster d.

let CP. CP, CP, ---, CP, CP, be a rout-
ing path between CP. and CP. CP. reads a
message packet from Mup,_cp, and moves the
message packet into Mcp—cp. and then, CP
reads a message packet from Mcp-cp and
moves it into Mcp—cp, and so on, until the

message packet arrives at CP. Upon CF; 1s

Inpmt: Source AP address, ns and destination AP address, nd:
Owipat: Inter-cluster message passing sequence;

/= Lot msg be a sactiage packet from APpg 0 APpg, ach that nz = [z, 1]
and nd = [d, j]. And Jet DPR notify CP or AP 10 signal the mersage: packet mrrival. */

‘while true do
for every CPy, 05k Sm—1 do
If CFy, get msg then
nd = gei_destination_address (msg).
7* L r be the location of the first 1" bitin KB d */
If r = { then /* CPy is the cluster address that contain
the detination AP %/
Copy mag to the corresponding location of the rth DER;
he
Copy msg 1o the corresponding space of the (r+/3th DPR;
end if;
Remove msg from the message buffer
end I
end for
cd while

(Fig. 4) Message routing algorithm.



notified that a message packet has arrived at
Mcp_cp, CP. moves the message packet to
Mcp,— ap,- Then, AP, can access the message
packet for its own use. We summarize the
routing algorithm in Fig. 4. The copy instruc-
tion moves a message packet from one DPR
to the other DPR. Thus, the instruction re-

quires one block-move operation.

4. Tiny PALM and Performance Experi-

ments

We implement a testbed based on the pro-
posed network. The testbed consists of a sin-
gle cluster as shown in Fig. 5. Two APs are
connected to a CP, that is also connected to
the host The host
downloads application codes onto correspond-

computer. computer
ing APs through the CP, and it receives data
from the CP. As the testbed has a pair of
APs and a CP, it can be used as a bulding
block to construct more complex systems. For

an example, eight building blocks and 4
DPRs are sufficient to construct a 16-AP
PALM system. We denote such a building
block as the Tiny PALM. .

APs and CP of the testbed are a complete
computer system. It consists of the
iPAX80286 processor 18MHz

clock frequency, 1Mbyte long private memo-

running at

ries, a system ROM, 3-DPRs and an associ-
ated logic and a CRT display. The CRT dis-
play shows the system status of the processor
(either AP or CP). Ii also reports error mes-
sages during commurnication and computation.
The host computer is a PC/386 runmng
under the Minix operating system [12].

We put single-chip 1 Kbyte DPRs (AMD
2130-10DC) between all pairs of neighbor
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processors. The read and/or write cycle time
of the DPR is 100 nsec. When two proces-
sors are accessing the same DPR memory
space at a time, DPRs generate a busy-wait
signal and noiify one processor that a memo-
ry space is being accessed by the other pro-
cessor. This signal is fed into a contention—
resolution logic that delays several CPU
clocks until the other processor finished ac-
cessing the memory space. Details can be
found in [13].

A) Message pessing protocol

The address space of 1 Kbyte DPR is di-
vided into two 512-byte blocks for bidirec-
tional communication. Each block allocates 16
bytes for a message header and 496 bytes
for a message buffer. The message header
stores a control information for the message
block, such as a semaphore, a source AP
address, a destination AP address, and oth-
ers. Fig. 6 shows the contents of two 512-

byte blocks. The first byte of each block rep-
resents a semaphore that provides a

synchronization between processors.

In the PALM system, processors writing a
message packet onto a DPR is allowed only
when the semaphore is set to 0, and the mes-
sage packet can be read when the semaphore
is set to 1. Thus, processors writing a mes-
sage packet should wait until the semaphore
is 0, and processors that complete writing the
message packet must set the semaphore to 1
to notify the other processor that the mes-
sage is ready to read. Similarly, a processor
reading a message packet should wait until
the semaphore is set to 1. After reading the
message packet, the processor releases the
semaphore to be reused in the next round.
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This simple semaphore operation provides a

correct communication protocol[11].

0 | Semaphore/command 200 | Semaphorc/eonmand
1 | source AP 201 | source AP
2 { destination AP 202 | destination AP
34 [ M £ 0. 203204 | Message po.
56 | Mestape length 205-206 | Message }
7% | Frame no. 207-208 | Frame no.
9-e | Process ID 209-208 | Proces ID
b-f | resarved space 20b-20f | reserved space
10-1{T | actual mestage buffer 210-3ff | actus]l mesrage bufler
{a) Send (b) Receive

(Fig. 6} DPR memory map.

B) System Programs

We implement a library for the testbed op-
erable under the Minix 0OS [12] and under
the MS-DOS environment. Table 1 lists the
major system function calls. These are partic-
ularly ecrucial for process synchronization and

communication.

{Table 1) Systemn function calls.

Eviem funchow namc funciion
creat litia) Lrentes ¢ word motsayre bulfer messpe packet pool
sendic. @ m o, msg_lep picd) | semdhs messgr (o 4Py,

TETTVEAR. My A0, den. pr

e et and restonss them otd meg

my _wedet) et 1he cereat AP idenufier

. chaici) roiuns 1he current cluster wentafier

Lo file o prly downbtiads file asme ino cvors AT wiuh proces game -

ped

C) Experimenis

We approximate a communication latency
time as a function of the message length and
the number of hops as shown in Eq. (1).

t(h, m)=i(a+mp) 1
where k is the number of hops for a message
packet to be moved, m is the message length

in byvtes. ¢ 15 & routing set-up time, and 2 1s
2 communication time per unit message. In
the PALM system, the number of hops for
communication is identical to the number of
move Instructions. By such an observation,
experiments on the testbed are considered as a
single-hop message transfer. As we use the
tiny PALM as a building block to construct
the full-scale development, we ¢an also calcu-
late the multithop communication time as Eq.
(1.

By varving the message length along with
k=1, we measure the communication time to
transfer messages between two APs. Fig. 7
shows the average communication time with
respect 1o the message length. We can ob-
serve that the communication time 1s propor-
tional to the message length. If a message is
smaller than the single frame (m =< 496), the
transfer of the single frame would complete
the communication. We classify this type of
communication as a single-frame message
passing. Since the single-frame message
passing does not encounter any process for
the creation and restoration of frames, it re-
quires no overhead for the process. In Fig. 7,
the timing experiment also verifies that the
single-frame message passing requires less
overhead than that required in longer mes-
sage transfers. If a message is longer than
the single frame (m>>496), the message has
to be partitioned into several frames, so that
every frame is transferred consecutively.
Thus, the message transfer encounters pro-
cesses to synchronize and to restore the
unordered frames received, so it requires an
overhead for the process. We call this as a
multiframe message passing. Our test shows

that the multiframe message passing requires



twice as much time as the single-frame mes-
sage passing does. We summarize the com-
munication parameter of Eq(1) in Table 2.
We compare the communication time to
“ transfer a 100-byle message with those of
inree multicomputer generations [17]. The
results show that the single-hop communica-
tion time to transfer a 100-byte message in
the tiny PALM is 0.75 msec and 0.92 msec
based on the single-frame and multiframe
message passing, respectively. These values
are {ar smaller than 5 msec, that 15 a typical
value on the second generation mult -
computers as shown in [17]. This implies that
intra—cluster communication would be suffi-

ciently fast for parallel computations.

N [ l

{—¢~— Send  —— Receive|

ol PP NPT RN
1 10 100 1,000 10,000
bytes

(Fig. 7) Communication times between a pair of APs

We also calculale the communication/com-
putation ratio. We measure the computation
time by performing 1,000 floating—point rulti-
plications on an AP. The result shows 160.5
msec per multiplication on the IPAX80286
processor running at 18MHz clock frequency.
The communication/computation ratio is 0.
127, which is far lower than 20 that is a
typical value of the early-generation message
passing MIMD systems [18].
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{Table 2) Parameters for the communicationtime esti-
mation based on two message-passing pro-
tocols type of protocol

Type of Sending Messages Receiving Messages
protocol afusec) | P(usec) | almsec) | Plusec)
single 670 244 510 242
[rame
multi- 670 533 510 5.35
frame

With significant improvement in the com-
munication performance, our system will be
called a fine—grain MIMD system. We believe
that our system may increase potential paral-
lelism on message passing MIMD systems as
we can see in [15] and [16]. Such a feature
would be originated by using DPRs, that
provide word-parallel communication and fast

point—-to-point message passing.
5. Condlusions

We designed a PALM system which has
hierarchically clustered hypercube architec-
ture. The system is based on HCH(m, p),
where m is the number of links per a com-
munication processor (CP) and p is the num-
ber of application processors (APs) connected
to the CP. Among several HCH topologies,
HCH(m, 2) is an optimal network, such that
the optimal network consists of the largest
number of APs retaining the minimal number
of CPs and communication links (or DPRs).
testbed based on
HCH(2, 2) called a Tiny PALM for an ex-

perimental purpose. System function calls for

We implement a

communication and synchronization are also
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Impi=mentec. The 1::n results show that pro-
posec commLnicalicn. algorithms and protocels
for the 1esiszd are zpplicable. It also shows
that the ceommunicztan/computation rato is
very small. 32 that 32 system would promise
the capabilitv of fimz-grain parallel process-
ing. We &rs ~urren:. implementing a PALM
system with 16 AF: and 8 CPs. Also pro-
posed svstern funcucrs calls are being extend.
ed for the TALM sistem. Several fine-grain

applicaticns zre soor. revealed.
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