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A Design of Performance Management System
in Heterogeneous Networks

Jun Hwangt and Hyeog-in Kwon 1

ABSTRACT

As the needs for accessing distributed informations and computing resources are increasing,
the need for network interconnection is growing. There are many of the network management
packages including performance management tools; but, most of them are not appropriate to be
psed in heterogeneous interconnected networks. To monitor and to control efficiently the per-
formance of heterogeneous network, first, we have to define all performance parameters in gen-
eral meaning. We need models and criteria for supporting performance analysis activities of the
management system In this study, we have designed a centralizad performance management

system based on the OS] management, which can be used in heterogeneous networks.

1. Introduction

As computer communication technologies is
progressing, the complexity of data networks
is increasing. Various kinds of computer net-
works, _LANs, MANs, and WANs, are inter-
connected. Separate network management
tools provided by different manufacturers are
available, but they provide management func-
tions In their own terms. There are equip-
ments provided by multi-protocols’ vendors.
In addition, as user needs more services, the
need for network interconnections is growing.
the

Therefore, integrated network manage-
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ment covering interconnected heterogeneous
networks is a critical issue today.

System management functions are classified
into 5 areas by ISO: fault management, con-
figuration management, accounting ‘manage-
ment, performance management and security
management [1]. The performance manage-
ment in heterogeneous networks (Ethernet, X.
25 and ATM as a future network) is the
main concern of this paper.

The goal of performance management is to
maintain the customer’s service level and to
ensure that the communication network is
operating effectively. The decision making
process to support this goal can be divided
into operational decisions based on short term
conditions, tactical decisions based on medi-
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um-term conditions, strategic decisions based
on long-term conditions [10]. To support effi-
ciently these processes In heterogeneous con-
text, we need a centralized performance man-
agement system that can collect, evaluate
and control the performance parameters
through unified view.

The performance management activity con-
sists ip monitoring the status of the net-
works, in extracting and evaluating perform-
ance parameters, in analyzing the situation
and in tuning the system. In other terms, it
consists of gathering statistical data, of main-
taining and examining logs of system state
histories, of determining system performance
under natural and artificial conditions, and of
altering system mode of operation [1, 27.

The management standards are mandatory
in heterogeneous environment and they should
meet as wide a set of needs as possible. The
standard bodies such as ISO, CCITT, and OSI
/NM Forum are preparing management stan-
dards working in open systems. A huge prog-
ress has heen achieved in this field [1, 2, 3,
4, 5, 6, 7, 8]. The proposals of these stan-
dard bodies are well organized, particularly
about the interworking between open systems.
But, the definitions of important performance
parameters and measurement variables that
can be used in heterogeneous context, are
not completed. They must be defined dehiber-

ately In generic terms like throughput, arrival

rate, eic. To solve the heterogeneity problems,'

e k|

(Fig. 1)Relationship between platform, PMH,

arl avbhonotwarbe

(manufacturer  heterogeneity,  architecture
heterogeneity, ete.) we use the IDEA method-
ology, which is developed by the MASI Lab.
[9], as the basis of Performance Manage-
ment system in Heterogeneous networks
(PMH). IDEA methodology provides a unified
view of the heterogeneous networks (ef. (Fig.
1)). This unified view is called a “platform”.

In this paper we have designed a perform-
ance management system PMH that uses an
Advanced Information Processing (AIF) tech-
nology, Knowledge Based System, and Object
Oriented database.

In section 2, we explain the requirements
of performance management system. In sec-
tion 3, the architecture of PMH and the rela-
tionships between PMH, platform, and agents
are explained. In section 4, the Platform Is
presented. In section 5, performance evalua-
tion models of each network are presented.
This last issue is excluded from standardiza-
tion subjects examined by standard bodies. Fi-
nally, in section 6, we discuss about the per-
formance management application.

2. Requirements of the Performance Man-
agement System in Heterogeneous

Networks (PMH)

(Fig. 2) shows a possible configuration of
interconnected networks. In this paper, we
consider only the interconnection of LANs
and WANs. We included ATM networks at
the same place as %25 networks because
they should become a future public network
for integrated services. Although the relation-
ships of ATM network with the ‘OSI layered
architecture are not exactly defined yet, we
treat the ATM network as a kind of
subnetwork under the end-to-end transport
layer. Indeed, in an interconnected network

envirenment, the ATM layer provides an in-



dependent pathway like X.25 and Ethernet.
For managing the performance of intercon-
nected heterogeneous networks, we have to
solve heterogeneity problems, performance
heterogeneity,
architecture

heterogeneity, manufacturer

responsibilities  heterogeneity,
heterogeneity and data heterogeneity [9]. The
performance heterogeneity problem could be
tackled at the performance management ap-
plication and the remaining problems at the
platform.

As important ingredients of a performance
management application, there are generic
performance parameters to be measured from
real networks, performance evaluation models
to be used when the network performance
must be evaluated, decision criteria concern-
ing the network performance.

(Fig. 2) Interconnection of Heterogeneous
Networks

The user’s view of the network perform-
ance is different from that of network man-
agers. A user is generally more interested in
the performance at the interface of the net-
work than in internal network performance.
Throughput, error rate and average packet
delay are examples that qualify the user’s
point of view. The network manager’s view
is wider in scope. The network manager is
interested in user satisfaction by the network
performance and in the actual performance
compared with the planned performance. But
the meaning of performance parameters is a
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little bit different in each subnetwork. There-
fore, for interconmected - heterogeneous net-
works, we have to define the different pa-
rameters in consistent way. The network per-
formance (NP) parameters are network pro-
vider oriented and QOS parameters are user
oriented [20]. We have defined NP parame-
ters and QOS parameters considering the
available standards in this field [18, 19, 20,
21, 22] (see the reference 27 for perform-
ance parameters). About the performance
models, we shall cover this subject in more
details In section 5.
The performance management system
should be changeable and expandable to cope
with the rapid technology enhancement. There
are several kinds of networks that will ap-
pear at the market of communication net-
work in the near future (e.g., ATM, DQDB,
etc.). The concepts and characteristics of the
future networks are very different from the
traditional ones. For example, in ATM net-
work, it is used a fixed size PDU (called
cell) and there is no flow control at ATM

layer.
Manager A
Managed
Objects

(Fig. 3) Relationship between manager, agent
and platform

3. PMH Architecture

PMH is based on the system management
architecture specified in ISO System Manage-
ment Overview [4]. Managed objects are
.abstract representation of the network
resources to be managed. These managed ob-
jects are under the control of agents, as de-

scribed in (Fig. 3). The agent performs local
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management operations on the managed ob-
jects on behalf of the manager and notifies
the results to the manager. The functions of
the communication between the manager and
the agent, and bétween external agents will
be included in the “platform” that is an im-
IDEA methodology [9].
Through the platform, the manager gets nec-

plementation of

essary performance parameter values. The
platform allows the manager to view the dis-
tributed heterogeneous network environment

in a unified manner.

Central MIB
S ——

PLATFORN

Central
Mamager

Distributed
Envirpnment

M) : Man-Machine Interface
PM : Performance 1

MIB : Managemeni Information Baze

PiA : Performance Management Applicetion

{Fig. 4) PMH architecture

(Fig. 4) shows the functional components
and the geographical configuration of PMH.
The PMH is composed of the centralized per-
formance management function blocks and
the distributed environment.

In the central site, there are the Man-Ma-
chine Interface (MMI), the Performance Man-
agement Application (PMA), the Perform-
ance Model (PM) and the Central MIB (see
section 4). PMA performs the following func-
tions T continuous monitoring of the sub-npet-
works, assessment of the situation, tuning
and supporting the human manager’s manage-
ment activities.

PM’'s duty is evaluating the subnetwork’s
performance. We can consider it as a part of
the PMA’s function, but to stress the impor-
tance of its role, we have separated it from
the PMA. It will calculate the optimum per-

formance parameters, e.g. window size of the
sliding window protocol, required by PMA
with actual data measured from real
subnetwork or artificial data provided by
human performance manager. We shall see in
the next section more about the MIB and

function blocks.
4. Platform

The platform provides transparency to the
heterogeneous world (manufacturer hetero-
geneity, network architecture heterogeneity,
data heterogeneity, etc.). The platform con-

sists of the following main components.(See
(Fig. 5))

[ PMA
K

[ Interface to Application |

Platform

.
XE(Network .
Eleseni) P

(Fig. 5) The architecture of the PMH

— LRO (Local and Remote Operation)
The management of the set of local
activities 18 performed. For remote operations,
an administrative Exchange Administration
Protocol (EAP) is provided to permit infor-
mation exchanges between distributed proces-

SOTr's.

— MIB (Management Information Base)
The MIB supports the integration and the
management of network performance data.
Physically, PMH’s MIB is divided into a cen-
tral database (Central MIB) and several local



databases (Local MIB). A Local MIB memo-
rizes three kinds of performance information
about the corresponding subnetwork : static
data, e.g. network configuration data; dynam-
ic data, e.g. number of packets received; and
statistical data, e.g. throughput for a certain
period of time. The Central MIB is the reposi-
tory of the performance data managed by
the PMA. A part of this database is the du-
plication of the “Local MIBs”. For example,
the Dbasic configuration data of each
subnetwork will be duplicated in this Central
MIB. Some kinds of data are unique in the
Central MIB.

— MAI (Manufacturers’ Access Inter-

face)

The functions of this part are composed of
a physical access to a node or manufacturer
management center, a logical access to a
manufacturer administration, a syntax trans-
lation to provide a syntactic unification of
the manufacturers’ commands and a seman-

tics translation of the manufacturers’ manage-

ment. We name this part as Agent for sim-
plicity. For futher details of the resolution of
the heterogeneity problems, refer 1o IDEA ar-
chitecture [9] which proposes a metho-
dological way to handle those problems. We
shall discuss necessary functional components
of the agent as follows.

— We need an administration interface
through which we create and modify
the local Object-Oriented Data Base
(Local MIB).

— We need a communication interface
through which the agent answers to the
request of the PMA and informs events
to the PMA. The communication inter-

_face will be implemented using CMIS
operations.
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~— An agent takes in charge a subnetwork.
It collects and extracts necessary infor-
mations from the subnetwork.

5. Performance Models (PM)

To cope with the performance degradation,
we need to evaluate the network performance
parameters optimizing the overall network
performance. For supporting the decision-
making process, (for example, capacity plan-
ning) we need to calculate the optimum val-
ues of the performance parameters with
artificial data such as network configuration
data, arrival rate, error rate, etc. All of
these calculations will be done in the “Per-
formance Model” (PM) module of the PMA.
The INTEL-ANALYZER module will use the
performance models for calculating the opti-
mum values of some performance parameters.
But the real decisions about the network sta-
tus and the configuration change will be
made by the INTEL-ANALYZER module.

The analysis of the performance models of
the computer networks may be performed by
using one (or a combination) of the following
three techniques : approximate analytical
methods, exact analytical methods and simula-
tion methods.

We can choose a particular performance
model for a protocol model considering the
tradeoff between the computing time one
wishes to spend on a model and the accuracy
of the model. The analytical model reduces
the accuracy and appropriateness of the
model but requires less computing resources
than the simulation model. In this paper, we
have considered only analytical performance
models for reducing computing times. In the
sequel, we iIntroduce the performance models
of the OSI transport layer class 4, Ethernst,
X.25 and ATM networks, with some criteria
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for choosing the models.

— OSI Transport Layer class 4 (0SI/
TP4) '

There are not so many analytical models
published for OSI/TP4. FPujolle's model [17]
end-to-end

was chosen for evaluating

response time and throughput.

— X.25

Fdida’s et al. model [11] has been chosen.
The main reason is that their model takes
into account what really happens to the pack-
ets which find a saturated window. Papers
[15] and [16] are also chosen for simplicity.
Throughput and mean response time are cal-
culated.

— Ethernet

We decided to use the model of K.
Sohraby et al. [12] to obtain the throughput
of FEthernet. They analyze a 1-persistent
CSMA/CD scheme in an asynchronous man-
ner that seems to be a quite accurate
Ethernet model. We use also the model of T.
K. Aposlotopoulos and E.N. Protonotarios
[13, 14] that seems relevant although it is a
p-persistent CSMA/CD access method. From
this last model we can obtain the value of
many parameters, for example, average cycle
length, average queue length, average back-
log, real input rate and rejection probability.

— ATM

For defining the QOS parameters of the
ATM network, we have to understand the
following technical aspects that are consid-
ered by the standard bodies {mainly CCITT).

— statistical multiplexing,
— congestion control.

In an ATM network, congestion can be

caused by unpredictable statistical fluctuations
of traffic flows and fault conditions within
the network [23]. For solving the congestion
problem, preventive congestion control
schemes, connection admission control (call
admission control) and usage parameter con-
trol (policing, flow enforcement control), is
considered in CCITT [23].

The call admission control (CAC) scheme
keeps the excess traffic load out of the net-
work and ensures that the instantaneous cell
loss rate and the average cell delay time are
kept below a threshold wvalue at all the
switching nodes on the path to a destination.
For certain services, e.g. data service, the cell
loss rate is a very important QOS parameter
to be negotiated before the service begins (e.
g. less than 10-9); a aquite large cell
response time can be tolerable. On the con-
trary, the small cell response time 15 a strin-
gent requirement for the other kinds of ser-
vices, e.g. voice, HDTV, ete. When a new
call arrives, we calculate the blocking proba-
bility at the VP (Virtual Path) or at the
trunk group and the call is accepted if the
resulting blocking probability 1s acceptable.
We call this blocking probability as “Call
Blocking Probability ™.

Based on the above discussion, we have
chosen the following performance parameters
as the QOS parameters to be provided to the
ATM network users and to be calculated by

the performance evaluation models:

— call blocking probability,
— cell loss probability,
— average cell response time

We have chosen an evaluatiOn’model [25]
for call blocking probability, a model [24] for
average cell response time and another model
[26] for evaluating cell loss probability, given

a switch architecture.



For end-to-end wusers, the performance
heterogeneity is covered by the end-to-end
transport layer (refer (Fig. 6)). We could
calculate some end-to-end performance pa-
rameters as follows,

End-to-end Performance parameter=f

(N1, ., Ni, . ,Nn, #)

Ni : a performance parameter of a sub-net-
work where the end-to-end connection
pass through

# : some other performance parameters for
the end-to-end conmection

End User
Protoco
I ] I
] Ethernet L5 ATM

(Fig. 6) The relationship of Protocols

For example, the response time of an end-
to-end connection is calculated based on
Ethernet service time, X.25 network service
time, etc. Therefore, the configuration of in-
terconnected networks is transparent for the
user of an end-to-end connection.

The module PM calculates the performance
parameters requested by the module INTEL-
ANALYZER using the performance parame-
ters monitored by MONITOR or artificial per-
formance parameters. The INTEL-ANALYZ-
ER will choose the best performance model
with its knowledge about performance models.
It compares the real situation of the network
and the assumptions of the network perform-
ance model.

6. Performance Management Application
PMA is a performance manager in.term of

OSL. It takes the role of monitoring, analyz-
ing, and controlling the subnetworks. In other
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words, these functions are collecting the net-
work status information (performance param-
eters), assessing the situation and adjusting
the configurable performance parameters.
These -are not easy works. It needs the use
of expertise.

In PMH, the Knowledge Based System
(KBS) may be adopted as an implementation
method of PMA. The PMA consists of the
three sub-function modules (PM, MONITOR,
and INTEL-ANALYZER). (Fig. 7) shows the
PMA architecture and the interface to the

platform.

PMA

Domain
Knawledge I ‘L
I Interface to Platform ]

A

==

(Fig. 7) The architecture of PMA

Platform

The MONITOR is working on the status of
the _networks to detect performance degrada-
tions. Its work is carried out in two ways!

" the polling of management agents of the

subnetworks and the receipts of the reports
from the management agents. The reports
that come from an agent can be those gener-
ated by the agent on a regular basis. or those
generated incidentally when a threshold is
reached. If a certain performance parameter
value is out of the allowable range, the
MONITOR has to inform the intelligent ana-
lyzer of this problem. The INTEL-ANALYZ-
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ER will find the cause of the problem by
using an expertise or by cooperating with a
human manager.

. When the MONITOR requires the analysis
of the network status, it performs a perform-
ance evaluation using the Knowledge Base
(KB), the MIB and the performance parame-
ters provided by the MONITOR. The INTEL-
ANALYZER can order more information to
the MONITOR when the informations is not
sufficient to decide an action. If necessary,
the INTEL-ANALYZER may decide to ask
to a configuration controller (it is out of our
scope in this paper) or to a human manager.
Depending on its degree of intelligence, the
INTEL-ANALYZER can solve the problem of
performance by itselfl or in cooperation with
the human manager. The knowledges which
are included in KB are : basic knowledges
about the protocols and the platform kmowl-
edges for problem recognition.

The basic knowledge is further divided as
follows:

— protocol knowledge,

— platform knowledge.

The knowledges for problem recognition are
further divided as follows.

— load knowledge,

— auditing knowledge,

— investigation knowledge.

The load knowledge is for analyzing the
applied load and judging if the performances
could be acceptable or not. The auditing
knowledge examines event data to be used
for evaluating the flow control mechanism,
the transmission timer adequacy, etc. The in-
vestigation knowledge is for localiziing and
identifying performance degradation sources.
Local loop-back tests, echo tests, performance
monitoring at intermediate connection points
in case of ATM, performance evaluation
using PM module with artificial data are

some examples of facilities which can be used
for finding the
SOUTCEs.

performance degradation

The design concept of PMA is based on a
modular structure. The modules for a given
network (knowledge module, PM module,
ete.) can be modified or appended without af-
fecting the other modules except some mod-
ules that are mandatory concerned with. In
(Fig. 7), for example, the dotted boxes are
weakly influenced when we modify or append
the (black) boxes for ATM. The other mod-
ules are not influenced.

7. Conclusion

As the decentralization of the computing
power is going on and the demand for a dis-
tributed access to the information is growing,
the necessity of sizing the network is now
crucial. In heter‘o;geneous networks, the net-
work performance management activities do
not deal with easy problems. It needs to
solve the heterogeneity problems between net-
works and to define generic performance pa-
rameters and performance decision criteria. It
is a good point if we can include the exper-
tise of a human expert into the performance
management application by using recently de-
veloped artificial intelligence techniques.

We have designed a performance manage-
ment system adopted to heterogeneous net-
works, called PMH. The system architecture
and the relationships between the function
blocks in the system have been described.
The role of the performance evaluation model
and the use of some possible models have

been presented.
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