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A Model of Systems Management for Quality of
Service in ATM Networks

Jagoh Lee®, Phanwoo Park't, Keehyun LLee'* and Kukhyun Chot'tt

ABSTRACT

In this paper, we study on the systems management for managing ATM network which is espe-
cially related to the management of Quality of Service(QoS). QoS managemen! is considered as
monitoring function. Therefore, we establish the management model of control and information as-
pects 1o manage ATM layer which has resource control, Operation and Maintenance(OAM) fune-
tons for performance management and monitoring functions. In particular, we focus on the effec

tive processing of reported performance information caused by the indication of QoS degradation

being represented as “QoSAlarm”. In order (o perform these management activities, the manager

can process problem reports of QoS degradation in the proposed manner which uses the priority
concepts based on QoS classes. In this circumstance, i Is possible to take recovery aclions in a
predetermined and limited time for managed objcets with fault and performance problems.

1. Introduction

In this paper, we present the model of systems
management for QoS in ATM network which
is important to communication network to sup-
port the various applications developed in re-
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cent. For future applications, especially highly
interactive applications and those relying on
the transfer of multimedia informatior, 1. is es-
sential that QoS is guaranteed system-wide, in-
cluding the distributed system platform, the
transport protocol and the multi-service net-
work. Enhanced communications protocol sup-
ports such as end-to-end QoS negotiation,
renegotiation, indication of QoS degradations
and coordination over multiple related connec-
tions are required. In these applications, com-



municalion requiremenis are exiremely diverse,
and demand varving levels of service in terms
of parameters such as latency, bandwidth and
litter. Network performance management is a
critical part of a Telecommunications Manage-
ment Network(TMN) that ensures that the
network i1 operating efficientlv and  delivers
the prescribed Grade of Service(GoS). The
QoS 1s maintained by using a service evalua-
tion process that starts with network charac-
lerization, allowed by setling performance ob-
jectives and measurements. Control of network
parameters s then exercised to improve serv-
ice and performance. An important aspect of
oS5 is that the time for service provisioning is
becoming a QoS measure, thus intertwining the
realm of configuration management and per-
formance management[1, 2, 3,4, 5, 8].

QoS standards zre considered in the ISO's
Reference Model far Open Systems Intercon-
nection(OSI~-RM) and the ITU's I-series rec-
emmendation for ATM networking. QoS char
acterization of ATM networks is applicable at
three different levels. The call control and con-
niection levels are concerned with the establish-
meni and release of calls and the allocation of
resources along a path of ATM switch nodes.
The cell control level is concerned with the
data transfer phase itself. In ATM recommen-
dations, there is no consensus on how resources
will be allocated and how requested QoS levels
will be maintained, policied and renegotiated in
both networks and end-systems.Performance
measurements and control of QoS are the pro-
cesses of monitoring and controlling conform-
ance to the performance objectives and deter-
mining plans to rectify the situation if objec-
tives are not met. The measured results are
then compiled and categorized(e.g. high objec-
tive, low, unsatisfactory bands) and distributed
through a management information system for
local action. Local action quite often uses diag-
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nostic aids lo identify the source of the prob-
lem and generating means of correcling the
problem[4].

Therefore, we use the threshold QoS seman-
tic which is one of QoS semantics in transport.
QoS indication is related to fault and perform-
ance alarm. A QoS alarm is informed from

*the agent to the manager, should the QoS de-

grade below the requested value. The violation
of QoS is abstracied as QoSAlarm which is de-
scribed as a managed object in ATM network.
This is considered as an alarm reporting func-
tion which has previously been implemented in
our pilot system with diagnosis and recovery
system[2] and used to send the QoSAlarm to
the manager from ihe real devices(ie. ATM
node, ATM swiich). In the following section,
we establish the environment of systems man-
agement which can be used in the OS] man-
agement or TMN and apply ATM layer man-
agement function from the perspectives of oc-
curring of QoS degradation alarm. Also, We
model the syslems management based on the
roles of manager and agent in section 3. In
this situation, the QoSAlarm which is described
as a cause of the degradation of QoS is pro-
cessed effectively by the manager with priority
conecepts. And it is desirable to use the diagno-
sis and recovery for the managed object with
the QoSAlarm of higher QoS class. In conse-
quence, we use QoS classes to determine the
criteria of priorities of the received QoSAlarms
and compute the mean waiting time in terms
of processing them.

and ATM

2. Management  Function

Layer Management

The actual process of performance manage-
ment can be grouped into performance moni-
toring, traffic and network management, QoS
observation. QoS observations constitute deter-
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mining a provisioning sequence lo maximize
long-term network flexibilily and utilization
and assessing stalistical data trends o avoid
overload and maintain QoS[1,3].

2.1 Systems Management Function

Systems Management Function Systems man-
agement interface is supported by the manager
which provides a standard interface to monitor,
eontrol and manage end-systems. This approach
is like TMN from the viewpoints of management
activities and management information. In syvstem
—wide entities, the syslems management agent
is used In conjuncuon with OS] svsiems man-
agement protocols to enable sysiem rescurces
10 he remotely managed. The local resource
manager represenis end-system conrol  of
resources. The system QoS conrol function
combines lwo system-wide capabilities [ to wne
performance of protocol entities and 10 modify
the capability of remote systems via sysiems
management. The system policy control func-
tion inieracls with each layer—specific policy
control function 1o provide an overall selection
of QoS functions and facilities.

Systems management function,Common Man-
agement Information Service Element(CMISE),
Remole Operation Service Element(ROSE), and
Association Conirol Service Element(ACSE)
are represented as an application structure
which is based on TMN and OSI management.
Management funciions in the agent can call
ACSE to establish associations with the appl-
cation enlity of the manager to report the
event. We use the operation services of CMISE
for object management service and M-EVENT
~REPORT service of CMISE for event report-
ing service. Namely, QoSAlarm could map to
M-EVENT-REPORT service through CMISE-
Interface in the agent which can translate the
management information structure of ATM
Management Informaion Base(MIB) to the

Guidelines for the Definition of Managed Ob-
jects(GDMO) stvle. The records of covent re-
port are consiructed from such operations as
object creation, cbiect deletion, change of &t
wribute values, state chang-e, and occurrence
of QcSAlarm. The function of event report
management can schedule the distribution and
iogging of events. Also, iU can select sending
events and iransfer them to the destinatination.
Therefore, It can create, delele, suspend, and
resume the consiruct of evenl forwarding dis-
criminator 10 manage eveni reporis like
QoSAlarm. And the function of log control
can menage the records of log[2,5] Accord
ing w0 the Structure of Management Informa-
tion (SN of OSI management, the syntax of
zualitvofServiceAlarm notificalion type is specl-

fied as following.

| quahiveiServiceAlarm

AAVIOLR guat ofServieeAlarmBehaviour;
W FORNIATION SYNTAX Notification- ASN1 Module. |
. Alarminfc AND ATTRIBUTEIDS |

. probableCeuse prabableCause,
spacificProblems specificProblems,
perceivecSeverity perceivedSeverity,
hackedUpStatus backedUpStatus,
backlUpObject backUpObject,
rendindication trendIndication,
thresholdinfo thresholdInfe,

notificationldentifier notificationldentifier,
correlatedNatifications correlatedNotifications,
swateChangeDefinition stateChangeDefinition,
mertitored Attributes monitored Attributes,
propasedRepairActions  proposedRepairActions,
addivonaiText additional Text,
additionallnformation  additionallnformation;
REGISTERED AS {smiZNotification 11};

quzlityofService AlarmBehaviour

BEHAVIOUR

DEFINED AS

“This notification type is used to report a failure
in the quality of service of the managed object.”;

As shown above description, the SMI is con-
structed from the managed object which is try-
ing to send QoSAlarm. The alarm reporting
function in the agent can construct the QoS-



Alarm message by constructing the object class,
cbject Instance, and ete.

22 ATM Layer Management

Unlike some exisling telecommunicalions net-
works which dedicate a physical path to each
connection, ATM networks operate by multi-
plexing fixed-size packets(known as cells) from
different virtual connections over the same
physical link[5]. The key requirement at the

ATM layer 1s to achieve a high degree of -

resource utilization by statistically multiplexing
traffic while simultaneously meeling the users

resource traffic QoS requirements. The service

commilment is partitioned into deterministic
service, probablistic service, and best effort
service. Especially, the probablistic service may
suffer from the QoS degradation from time 1o
time bhecause of the slatistical nature of the
network service.

In BISDN management, ATM layer includes
F4 and F5 as OAM cell. OAM function pro-
vides the information flow of OAM typed as
F4 and F5 for Virtual Path Connection(VPC)
and Virtual Channel Connection(VCC). These
information flows are end-to-end F4/F5 infor-
mation flow and segment F4/F5 information
flow. The functions which are composed of per-
formance monitoring, defect and failure detec-
tion, system protection, failure and perform-
ance information, and fault localization have
been considered In specifying the OAM func-
tions of the B-ISDN. Network performance is
monitored on blocks of user cells[6]. A per-
formance monitoring cell insertion request is
initiated after every N(N=128, 256, 512 or
1024) user cells. The monitoring cell is insert-
ed at the first free cell localion after the re-
quest. Each OAM cell contains a count of the
number of user information cells transmitted
since the last OAM cell. The receiver keeps a
running count of the number of user informa-
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tion cells transmitted(N,) and received(N,). Cell
loss ratio can then be calculzted as (N-N,)/N,
if N~N, is positive. The manager can obtain
N, from sending end sysiem and N, from re-
ceiving end system from the perspeclives of
virtual connections. These informations are
stored in the MIB(eg. represented as DB) as
attributes. To get the attributes of related per-
formance information(e.z. N,, N, ele), GET
operations of mange-ment protocol is inveked
for management aclivities.

A user of ATM virtual connection s provided
with one of a number of QoS classes support-
ed by the network. It should be nolted that a
VPC may carry VC links of various QoS class
es. The QoS of the VPC must meecl the most
demanding QoS of the VC links. The QoS
class associated with a given ATM connection
is indicated to the.network at the time of con-
nection establishment and will not change for
the duration of ATM connection. A QoS class
can have specified performance paramelers
(Specified QoS class) or no specified performace
parameters(Unspecified QoS class)[3, 5]. For
each Specified QoS class, there is one specified
objeclive value for each performace parameter.
Initially, each network provider should define
objective values for a subset of the ATM per-
formance parameters for at least one of the
following service classes from ITU recommen-
dation [.362 in a reference configuration that
may depend on mileage and other factors :

~— Service Class A : Circuit Emulation, Con-
stant Bit Rate Video-Service Class B : Varia-
ble Bit Rate Audic and Video-Service Class C
. Connection-Oriented Data Transfer-Service
Class D : Connectionless Data Transfer. The
sources of QoS degradation are propagation
delay, media error statistics, switch architec-
ture, buffer capacity, number of nodes in tan-
dem, resource allocation, failures, and etc. The
performance parameters .impacted from QoS
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Aegradation are Cell Error Ratio(CER), Cel
T.uss Ratio(CLR), Cell Misinsertion Rate(CNR),
Mean Cell Transfer Delay(MCTD), Cell Delay
Variauon(CDV). The following table summariz-
es how various sources of degradation can im-
pact the performance parameters[5].

(Table 1) Degradation of QoS parameters

trol, QoS maintenance,QoS monitoring, QoS po-
licing, and QoS renegotiation[8]. There is one
method to measure each QoS performance pa-
rameter in either in-service or out-of-service
mode. Other alternative measurement methods
or estimates are possible. Either in-service or
out-of-service method may be used to esti-
mate values for the ATM cell transfer per-

A rbute CER ] CLR | CMR MCTD! CDV formance parameters.The model of agent role
Propagation Delay X is depicted in Figure 1.
Medie Error Statistics X X X ) .
B T CMMIP
Switch Architecture X % 1 ox -
Buifer Capaciyy x LX) %
0 — - - § Degradatices AL ifiemina)
Number of Tandem Nodes | X X X | % x| (e Drararatie oS Speifiction
Traffic Load b X 1% X
Failures x i .
il
Resource Allocation X | X X -
cosmo | W — 5 Txiabhelment
Globtl QS s ='-; QoS Mooring I Qo. s
o[ g [T
3. Model of Systems Management Ciwes G ) Rergaizia
e e
Systerns management Is initiated by monitor-
ing the managed objects which are created by ]

the svstem or remote managemeni service and
the notification of QoSAlarm is transferred 10
the manager. QoS must be monitored at all
layers to ensure that the negotiated levels of
QoS are being maintained. Each layer will col-
lect statistical information associated with the
on-going cormection performance and make an
assesment of the QoS measured against QoS
requested. Monitors may then either attempt to
take action 1o restore QoS levels themselves or
they may choose simply to inform the upper
layer that there is a problem. But it is effi-
clent to use systems management in this cir-
cumstance. Therefore, we model systems man-
agement from the viewpoints of the manager
and the agent.

3.1 Agent Role

QoS management is concerned with QoS
specifications, QoS mapping or translation, QoS
negotiation, resource allocation, admission con-

LXH:] ATM-LMI  ATM QoS Layer Mamgomend & Cetdrol Plane
(Figre 1) The model of agent role

Management functions are end-to-end QoS
negotiation including admission control for new
connections, policing to ensure that users are
not violating negotiated QoS parameters, and
monitoring to ensure that negtiated QoS levels
are being maintained by the service provider.
Resource management strategies are required
for all areas of operating system and memory
management. This role is applied in the basis
of QoS managed object class defined in this
systems management. This managed object has
the action, behaviour, operation and notification
characteristics when the conditions are satisfied
in the coded value or operationQoS parameters
in the ATM layer and their bounds may be es-
tablished in the QoS managed object class.

There are three kinds of managed objects
such as connection QoS, class QoS, and glabal



QoS i MIBfor representing QoS management
information. Connection QoS managed object is
related to VCC or VPC and includes threshold,
QoS-provisioned, QoS-delivered, QoS-transla-
tion, and send_notification. Class QoS managed
object is a sel of managed objects with the
same QoS class. Global QoS includes network
provisioniing and is a set of all class QoS man-
aged objects and includes threshold, QoS_de-
manded, QoS_translated, QoS_negotiated, QoS.
delivered, QoS_translation, and send_notification.
The Interim Local Management Interface(ILMI)
uses SNMP for monitoring and control opera-
tions of ATM management information across
the UNL The types of management informattion
which will be available in the ATM UNI MIB
are physical layer, ATM layer, ATM layer sta-
tistics, VPC, VCC, and address registration in-
formation. The ATM UNI MIB may be extend-
ed over time to allow for the addition of new
items without requiring any changes to the
management protocol or framework[5]. Also,
resource allocation and policing may be used
for performance management. The manager is
viewed as Systems Management Application
Service Element(SMASE) in OSI or Operations
System(0S) in TMN.

3.2 Manager Role

In current, we consider the following man-
agement operations from the perspective of the
manager o manage QoS performance manage
ment in ATM networks. These services are
performed by the support of CMISE services in
wide area management or the SNMP services
in local area management. These services
activate performance management, reconfigure
performance management, change the measure-
ment method (in-service or out-of-service)
and get the performance parameters from com-
pleted QoS negotiation. Once a connection has
been successfully negotiated between two end
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points, the source must be policed at the edge
of the network to ensure that it does not ex-
ceed the traffic profile declared at ATM call-
setup time.In addition, a network level QoS.In-
dication which is transformed in the degrada-
tion of QoS in the agent will be generated in-
dicating that bandwidth viclation has been de-
tected on the connection. In this point, we con-
sider that the manager may perform the corre-
lation of QoSAlarms notified from endpoints
which are in logical connection path from
standpoint of sender which monitors the cur-
rent sending QoS and receiver which monilors
the receiving QoS[2].

When the QoSAlarms caused by QoS degra-
dation are occurred in the agent with ATM
layer, the manger analyzes QoSAlarm messag-
es. The manager model is shown in Figure 2.
The manager receives QoSAlarms from alarm
queue and distributes them 1o QoSAlarm collec-
tor with priority queues based on QoS classes
and then passes them lo the diagnosis and re-
covery system. The QoSAlarm collector is used
to select alarms by scheduling them according
to their priorities which are determined fromQoS
classes. The diagnosis and recovery system
have much work for determing proposed
actions In accordance with symptoms caused
from QoS degradations.

Aos Alarm
Alarm Queue > | Collector with >
Priority Queues

Diagnosis and
Recovery

(Figure 2) The model of manager role

There are other possibilities in the negotia-
tion process which may be of use at different
layers. For example, rather than lsimply Propos-
ing a level of service, upper and lower bounds
on acceptability could be proposed by the user
and the provider could be permitted. Also
renegotiation of QoS on a live connection could
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he permitled. In this case, the manager could
specify the alternative path to be taken when
commitmenis are nol met by the provider. As
an example of a hifi audio channel could be
degraded to 64Kbps voice audio channel At
the same time, the system would inform the
manager who would adjust the source and
sink codec as appropriate. The acrons taken
from the manager are related to the set of
QoS parameters in Table 1. Based on the
knowledge processing on inference svsiem. the
description of diagnosis and reccvery may be
set up as follows.

IF(CI ; The QoSAlarm caused from the deg-
radation of QoS is occcurred on & con-
nection belween two nodes)

THEN Ignore the siluation

OR Reconfigure the QoS in the requested
service

OR QoS renegotiation of QoS on a live con
nection.

3.3 An Operation of Systems Managerment

In this section, we exemplify the relationships
belween the actions of diagnosis and recovery
and management operations in our system model.
As it is difficult to adapt recovery actions ac-
cording to all of occurrences of QoS degrada-
tions, we now concentrate on an example in
which systems management can reconfigure
VC path in the case of performance fault
caused by the threshold of CLR. In general,
this is mainly related to the overflow of buffer
in switch of ATM networks. We assume that
switch has one more input buffers and there is
a buffer with reserved capcity in the case of
one buffer with overflow state. Also, the val-
ues related 1o QoS are stored in the MIB for
representing the QoS parameters in the agent
hosis of ATM networks. Therefore, QoS man-
aged object classes of VP and VC are created

as managed object instances when new cormec-

tons are established In this cass, fault switch
mayv send the message of QoS degradation to
the manager and the manager should take the
recovery actions by using management opera-
tions. The QoS degradation caused by CLR is
mamly important to QoS class 1. This message
may have the highesl priority in this system.
The following management operations can be
performed to change the input buffer of VC in
switch. In addition, this method can be applied
in the fault link with the degradation of QoS.
(steo 1) M-SET : update the value of VC
in VC table of fault switch
(steo 2) M-ACTION ! test buffering status
{steo 3) M-CREATION ! create new connec-
tion
{step 4) M-ACTION ! reconfigure connection
onle new conneclion
{step 5) M-ACTION : recover fault switch
(step 8) M-SET Z-Change in-use connection
pnto recovered connection

S Clans Qumy=
-SAlars

=TT T =
o= T 1 [T =

Terformance
Mauager
with
Disguosis %.
znd
Recovery

{Figure 3) The priority model based on QoS classes

4. Estimation of Systems Management
Model

The basis of pricrities of each QoS degrada-
tion message processed by the manager are
postulated by QoS classes computed from
performace parameters.The model for the esti-
mation of systems management is depicted in
Figure 3. The system model can use the non-
preemptive and preemptive scheduling method-
ology for processing the diagnosis and recov-
ery. The number of waiting queues may be in-
creased in accordance with the number of QoS



classes.

In order 1o estimate the proposed manage-
ment model, we use the priority model which
is appropriate to this system. In practice, prior-
ity is something given o certain class (o im-
prove the QoS over other classes. We compute
the mean waiting time of QoSAlarm calls in
the environment of the preemptive priority and
non-preemptive priority model. In non-preemp-
tive model, when all servers are busy, everytime
a call in service terminates, the waiting call
with the highest priority enters service. This
means that a higher priority call does not in-
terrupt a lower priority call In service. A
model 1s called a preemplive priority model if
an incoming higher priority call, finding a
lower priority call being served, is served by
interrupting the latter call.

Consider the single server svsiem represent-
ed as performance manager, In which
QoSAlarm calls of QoS class i, i=1, 2, ---, R(R
=4), arrive al random at rate with the serv-
ice time arbitrary distributed with mean and
second moment A2/? A higher priority class is
given a small i. Let p,=A;k, and be the of-
fered load and the
respectively, for QoS class QoSAlarm calls. As-

mean waiting {ime,

sume FIFO with infinite buffer in the same
QoS class and the existence of steady state. In
non-preemption model, the mean waiting time
for QoS calss QoSAlarm calls is as follows[7]

;= z']illil"(Z) (1
2{1—33-;‘!/:, }{‘“IIFV’J}

And we analyze the M/M/1 type preemptive

priority model using the same assumption and
notion of nonpreemption. We have the follow-
mg mean waiting time for QoS class i
QoSAlarm calls.

¥ (2)
W = Zj=l l'lhj

"ol Eﬂ-;‘lpj}{l —Zif=1ﬂj}

(2
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Consider a priority model with R= 4 and
identical traffic conditions, A,=4, h,=% and, %
W=h? 1=1, 2, 3, 4(fixed service time : the ex-
ecution time of management action for diagno-
sis and recovery), p=Ak If A=0.2/sec, h=
1sec, from above formula we have

Model/Mean Waiting Time| W, W, W, W,
Non-presmptive priority 05 |0.835]1667| 5
Preemptive priority 0.125 | 0.667 | 1.917 | 65

We conclude that the mean waiting time of
QoS class 1 and 2 can be reduced by applying
the proposed method. It fneans that the diagno-
sis and recovery ‘of QoS degradation of ser-
vices with more rapid demanding can be ac
complished effectively, and so the reliability of
systems can be increased.

5. Conclusion

We overviewed the integration of the model
of systems management and the QoS manage-
ment in ATM networks. We have established
the management model which processes the
QoSAlarm according to the QoSclass. It is de-
sicable to postulate the priority of Qos class
when the QoSAlarm is occurred from the
agent. In current, we compute the mean wait-
Ing Ume in queues existed in the manager to
apply the concepts that the QoSAlarm with
higher class may be more urgent than the one
with lower class. Though we consider QoS
classes only, we can disseminate these classes
in detail by adding the other characteristics re-
lated to the determination eriteria of each QoS
class,

And we are bound to consider the evolution
of other services which will be developed and
varified.
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