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ABSTRACT

In this paper, we discuss an effort to develop a mulili-agent architecture through which heterogeneous
applications communicate and cooperate by means of plug-and-play -mechanism. Three componenis are
created in order to challenge the plug-and-play mechanism: meta-informaiion, PnP agent module, and
ICM. The meta-information is used to aulomatically set up a suitable configuration for a new plugged-
in application, eliminating the need for direcl addressing among heterogeneous applications. The PnP
agent module is a homogeneous controller that operates on an application 1o ensure that its activities
are coordinated with those of the others within the community, providing a uniform control mechanism.
The ICM is a high level communication message thal provides a homogeneous communication envelope
for all heterogeneous applications. The combination of these three components is used to meet the desire
for implementing the plug-and-play mechanism. In this distributed, open architecture, one should be
able to simply plug In a new application and it should work.
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There are many thousands of software appli-
cations available (0 computer users today, pro-
- Gt WA O Tt viding a variety of services and information.
. RREABAGTA dyAsdT Hadnd Although most of these applications provide
USRS UATL BEleid 7 ATy their users significant value when used in stand
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-alone applications, there is increasing demand
for applications that can cooperate[ 10]. This co-
operation offers expanded opportunities for soft-
ware reuse and extensibility.

One of the major issues surrounding the soft-
ware cooperallon has been the integration of ap-
plications. The integration is not so easv since
applications are not constructed with the aim of
integration in mind. They are writien by differ-
ent people, at different times, in different lan-
guages, and with different interfaces.

A simple way for the inlegration would be w0
modily the source codes of the application and
re-compile them into a single application. This
15 too slatic : Inlegrated systems should be
configurable, that is, il should be able to add,
move or remove applications as necessary. How-
ever the inlegrated application would have 1o be
modified and re-compiled whenever one of
these changes occurs. This is an aspect of tans-
parency ; applications should be independent of
the changes of other applications.

Object-oriented programming is an important
programming technology that offers expanded
opporiunities for sofiware reuse and extensi-
bility. Object-oriented programming shifts the
emphasis of software development away from
functional decomposition and toward the recog-
nition of units (called objects) that encapsulate
both code and data. As a result, programs be-
come easier to maintain and enhance. Despite
ils promise, penetration of object-oriented tech-
nology to major commercial software products
has progressed slowly because of ceriain obsta-
cles. This is particularly true of products that
offer only a binary programming interface 1o
their internal object clagses (i.e., products that
do not allow access to source code).

The first obstacle that developers must con-
front is the choice of an object-orienied pro-
gramming language. No binary standard exists
for C++ objects, so the C++ class libraries

produced by one C+ <+ compiler cannot (in gen.
eral) be used from C+ + programs built with a
different C+ + compiler. The second obstacle is
that, beczuse differenl object-oriented lan-
guages and tool kils embrace incompatible of
what objects are and how they work, software
developed using a particular language or tool
kit is naturally hmited in scope. Classes imple
mented In one language cannol be readily used
{rom another. A C+ + programmer, for exam-
ple, cennct easily use classes developed in
Smelitalk, nor can 2 Smalltalk programmer
make effeciive use of C+ 4+ classes. Object-ori-
enied langueage and tool kit boundaries become,
in effect, barriers o inter-operabilitv.

We present an approach 1o the integration of
software epplications through a plug-and-play
framework. With this framework, we should be
able 1o simply plug in a new application and it
should work, The framework automatically sets
up a suiteble configuration for the new agent.
In the framework, a server application named
broker waits for requests from client software
applications. The requesis involve the connec-
tion to the broker (plug-in), the fulfillment of
goals, and several services. A client application
requesis a connection to the broker, posts a
query to the broker and performs a task as-
signed by the broker. For every request posted
to the broker, the broker determines which ap-
plication is capable of performing the request,
and then delegates it to the application.

The determination of the broker is based on
an internal database, called meta-information.
The meta-information (information about appli-
cations) contains all the associated data such as
the location, the name and the capabilities of
the applications that are currently connected. In
addition to ihis meta-information, & homogene-
ous controller and a high level inter-agent com-
munication message are essential to support the
plug-and-play (or PnP) mechanism. The homo-
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geneous controller, named PnP agent module, .

operates on an application to ensure that is
activities are coordinated with those of the oth-
ers within the community, providing a uniform
control mechanism. The inter-agent communica-
tion message, called ICM, provides a homog-
eneous communication envelope for all hetero-
geneous client applications. The f{ramework,
named PMAF(Plug-and-Play based Multi-
Agent Framework), employs three components
{the meta-information, the PnP agent module

and the ICM) to suppert dynamic plug-and--

play of many helerogeneous applications.
2. Plug-and-Play Example

To illustrate how multiple stand-alone appli-
cailons can be cooperatively used, we now con-
sider an example. Let’s assume that a system
administrator wanis to be nolifled when his
system security 1s broken. This scenario in-
volves the cooperation of the eight siand-alone
applications in the nelwork in (Fig. 1). Through
the user interface application, the query “When
mail about security alert arrives, get it Lo me by
telephone” is posted lo the broker, asking for
the resolution of speech recognition. The user in-
terface application accepts spoken or handwrit-
ten natural language queries from the user. The
query will be answered by the speech applica-
tion, and then & new query for the translation
of strings into inter-application expressions.
The broker will then route this type of query to
the natural language parser application that is
responsible for the translation. When the trans-
lated query from the user interface application
has been posted to the broker, “when mail about
security alert arrives”, the broker knows that

the mail application should be the one to resp- -

ond to this type of question. The mail applica-
tion constantly monitors incoming mails, testing
the condition.

Mail Calendar Databasc Notify
application application application applicalion
[ | ! J
[
l . Broker I
I
[ I 1 ]
Speoch Parser User Interface Phone
application application application application

{Fig. 1) An example of the cooperation
armong applications

Once the condition has been met, the mail ap-
plication posts the following actlions to the bro-
ker:“get the message to the user by telephone.”
The notification application will read this and
respond. In order to send this information to the
user, it must first know where the user is. A
goal “whereis(user, Location)” is posied to the
broker, and Lhe broker will route this querv 10
the calendar application. Once the location has
heen returned, the notification application then
asks the broker lo find oul the phone number
for that given location. This information i1s an-
swered by the database application. Finally
once the nolification application knows where
and what phone number the user 1s. A query is
posted to the broker to conlact the user,“send
particular message by telephone”, and of course
the phone application ¢an response this type of
queries.

A variety of systems can be designed for this
scenario. We could build a stand-alone applica-
tion from scratch including all the capabilities
of the ¢ighl applications rebuild all the existing
software in a common environment, so that
they all share common representations, reason-
ing mechanisms and knowledge semantics con-
struct a framework into which these existing
applications can be incorporated (with minimal
modifications) which allows them to communi-
cate and cooperate with each other.

‘We chose the final option and In this paper
we address some issues of the framework. In
the next section, we describe the framework ar-
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chiteciure 1o support this plug-and-play mecha-

PLET.

3. Plug-And-Play Architecture

An agent is the smallest unit that can plug
into the PMAF. The agent communicates with
cxternal applications via an inler-agent commu-
nicaiion message, sharing services and informa-
tion with other applications (or agents). By con-
veri'ng applications into agents, we can have
thern ecooperate in the PMAF. An agent is able
to respond lo all messages defined by the ICML
«nd uses the message to invoke the services of
other agents. Agenls monitor local and remote
e enis, such as messages from other agent, da-
labase updates, OS, or network activities. deter-

mining for themselves the approprizie ume to

execute.
| Coordimation |; - Broker
 Koowledge i@ Asent
[ Plog-and Play |}
:| Agent Module | :
G | ;
Network : :
...... ?J .
Plug-#nd-Plzy . Flug-and-Play
| Ageat Modale 1 1| Agent Module | ¢
: : : ——:
o] Domale: .2 t b Domain - |
;| Knowledge #1 {: || Kmowiddga 22 |:
Application Function calls.etc. |
Agent P S
I Pre-existing
;. Applicatios 3

(Fig. 2) A plug-and-play architecture

The PMAF is a blackboard-based model [6,
7]. This model allows individual “client” agents
(or application agents) to communicate by
means of messages posted on a blackboard con-
trolled by a “server” blackboard agent (or bro-
ker) as shown in (Fig. 2).

There are two kinds of agents in the PMAF':
a broker agent and an application agent. The

broker agent (or simply, broker) is an agent
that coordinates the cooperation and the com-
munication among application agents. An appli-
calion agent is an entity that plugs into the bro-
ker and then plays. The application agent per-
forms domain specific operations, which are
eventually mapped Ino an application’s capabili-
tes. An application agent can readily plug into
the broker or unplug from the broker. Plugging
into the broker, the application agent sends its
name and capabilities. The broker then con-
strucis the meta-information with the data just
sent from the application agent. The meta-infor-
mation containg useful hints for the broker to
figure out what application agenls are currently
plugged In and what goals they are capable of
solving.

When attempling to solve a goal, an applica-
tion agent can either post a general request to
the broker expecting some application agents Lo
resolve it or specify an application agent 1o
solve the goal. In the former case, the broker de-
termines which application agent(s) should be
responsible for the reguest and route it to the
most appropriate application agent(s). Applica-
tion agents respond to requests delegated by the
broker that eventually originate {rom another
application agent or the user’s request. Commu-
nication and interaction among application a-
gents take place solely through the broker.

3.1 Components

The architecture to support plug-and-play a-
gents consists of the following four com-
ponents: Plug-and-Play Ageni Module (PnP
agent module): the PnP agent module is a ho-
mogeneous controller that operates on a domain
knowledge to ensure that its activities are coor-
dinated with those of the others within the com-
munity, providing a uniform control mechanism.
This module establishes connections among a-
gents, The PnP agent module in the broker side
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creates a socket into which application agents
are plugged. The PnP agent module in the appli-
cation agent side then requests connection io
the broker, When thie broker accepts the connec-
lon request, plug-in process is completed. The
PrP agent module inierprets incoming ICM,
passes extracled mission 1o the domain knowl-
edge and constructs outgoing ICM with the mis-
sjon’s result.

Inter-agent Communicalion Message (ICM);
the ICM provides a homogeneous communica-
tion envelope for all heterogeneous applieation
agents. Agents use the ICM (o invoke other
agent’s services or provide their own services.

Coordination Knowledge: This knowledge is
designed to coordinate the interactions among
applicalion agents. According 1o the interpreted
ICM, part of the coordination knowledge is used
lo perform appropriate actions. These actions
involve constructing the information aboutl cur-
rently connected application agent, determining
the proper recipient of a task and returning so-
lutions to the originating application agent. The
information about application agent is essential
to the plug-and-play mechanism. The meta-in-
formation is used to determine the proper recipi-
ent of a tagk, eliminating the need for direct
addressing among heterogeneous applications.

Domain Knowledge: This knowledge contains
application agent’s domain specific operations.
This knowledge can be constructed from
scratch, by interrogating applications data files,
or through function calls provided by the appli-
cations. In addition, other application agents ca-
pabilities can be used in building the domain
knowledge.

The block diagram in (Fig. 2) shows how the
four components of the PnP architecture work
together. The broker must at least be executed
in advance providing a socket into which appli-
cation agents plug. The PnP agent module com-
pletes the plug-in process performing the se-

quence of network connection, and advertising
the application agent’s name and its capabilities
to the broker. The broker constructs the meta-
information through the combination of the ap-
plication agent’s name, its network address and .
its capabilities. The meta-information will be
consulted to determine proper recipient of a
task. )

Incoming messages from the broker are inter-
preted by the PnP agent module. The PnP
agent module maps the interpreted message into
the application agent’s local operation contained
in the domain knowledge. After executing the
local operation, the PnP agent module returns

the results if any to the broker by using the
ICM.

3.2 Plug-and-Play Algorithm

The following steps are performed by two a-

gents: the broker and an application agent:

a) The broker first builds a socket into which
application agents will plug.

b) An application agent requests the connection
to the broker. When the request is accepted
by the broker, the application agent sends its
name and capabilities to the broker.

c¢) The broker constructs the meta-information
by using the data sent from the connected
application agenl. Whenever a new applica-
tion agent plugs into the broker, the broker
updates the meta-information. Whenever a
disconnection of an application agent hap-
pens, the broker deletes all the associated
meta-information.

d) Both the broker and the application agent it-
erate following steps.

1) interpret incoming messages from other a-
gents, extractling goals or command to ex-
ecute,

ii) examine the domain knowledge or coordi-
nation knowledge to perform appropriate
aclions.
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i) execute appropriate actions and rewurn

ihe resulls Lo the originaling agent.
4. Convention

So long as an application program abides by
the conventlon of the PMAF, it does not matter
how the agent is implemented: the application
can readily plug into the agent community shar-
ing s services and information witk other ap-
plications. The convention includes the =nP
azent modules conirol flow (agent behavier),
the description of the meta~information snd the
1CM.

Start
T

[l’lug in (Estatulish connections) ;

I
{ Advertise cupabilitics _]

[ ———
Read messages — ix‘)mmmzng

Intcrpreic messages

Dunnag Life

Blackbomd Dommn
Agent Fulfill cvents Knowiedge
Relurn results Quigoing

M,

(Fig. 3) The behavior of an agent
4.1 PP Agent Module

Because all the agents are independent pro-
cesses, they go through birth, life, and death
(Fig. 3). At birth, application agents are instan-
tiated with specific capabilities and plug into the
broker. During their lives, they go through a
continuous cycle of reading messages (inter-
agent communication), unwrapping the messag-
es Lo exlract events to perform, examining the
events against triggers to produce new events,
fulfilling events, and returning the results.

While fulfilling the events, application agents
knowledge or take

utilize their domain

advantage of other application agents capabili-

ties by posting subgoals to the blackboard. The
PnP agent module is responsiblé for these con-
1rob tasks.

So leng as a program abides by the details of
the communication convention ifnplemented in
the PnP ageni module, it does not matter how it
is implemented. For example, electronic mail
programs from different platform, data formal,
and capabiiities can inler-operate with other a-
gentis through the PnP agent module.

The behavior of agenis is, in principle, quit
simple. Afler connecting to the broker and re-
poriing the zpplication agents capabilities, each
PnP zgent module iterates the following steps

at reguler intervals:

‘1 rezd the current iICM, and unwrap the wrap-

per layver 1o exiract a message content.

T

i examine the {rigger base. Execute the capa-
bility corresponding to the message content.
The capability can be found either in the per-
former or in the domain knowledge.

13" construct and send the outgoing message.
The PnP agent module is at the heart of the

PAAF and has been used in the development of

cooperating multi-agent systems. This module is

based upon the philosophy of providing generic
interface with multi-agent systems. By includ-
ing the PnP agent module into their applica-
tions, developers can make their applications
ageni-aware. The separation of the domain and
control knowledge inlo the domain knowledge
and the PnP agent module respectively, allows
preexisting systems to be incorporated into the
multi-agent community with relatively few
modifications, and allows the control knowledge

1o be reused in a number of applications.
4.2 Meta-information

The first step for the plug-and-play is to
make individual application agents visible to the
broker. Agent names should be assigned to indi-
vidual agents. Agents use their names as identi-
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fiers when connecting with the broker. Messag-
es are sent to named agents. Individual agenis
are responsible for notifying the broker of their
own capabilities so that the broker can find out
which application agent is able to handie a task.
The broker must store information about the ap-
plication agent capabilities associated with the
agent’s name. This meta-information (or infor-
mation about agents) is used 1o determine the
proper recipient of a task, eliminating the need
for direct addressing among heterogeneous ap-
plication agents,

A BNF description of the mewa-information is
as follows: (In accordance with standard con-
ventions, { | denoles repetition of zero or more

times. { ] denotes repetition of zero or one

iime.)
(meta-informations) :: =*["{m-knowledge;
[, {m-knowledge) T
{m-knowledge} Di=({agenName), ‘["{capability)
{, (capability)}'])
(agentName) 7= {alphanumeric-str)
(capability) 1= {capabilityName}[ ({parame

ter; {,(parameter)})]

{capabilityName) ::=(alphabet)}{(alphanumeric)}

{parameter) .. = {alphanumeric-str)

| {variable)
{alphanumeric-str) ::={(alphabet)

{{alphanumeric)}
(alphanumeric) 2 ={alphabet) | {digit)
{variable) . ={capital) (alphanumeric)
(alphabet ) i=alble| - |y ]z
{digit} =01102] - | 819 =]

LG

{capital) i=A|B[C] - Y2

For example, the intuilive reading of the
meta-information (schedule, whereis(User, Lo-
cation)) is “the broker knows that schedule
agent is able to answer where the user is”.

The capabilities known to the broker are high
level logical operations that are mapped by the
application agents to one or more its own local
operations. From the programmer’s point of
view, the capabilities can be seen as APIs
through which programmers can make use of

—_

other application’s operation. Mapping an apz!i.
callon’s operations into the capabilities is the
basic step of making the application an applica-
tion agent. Then, it is required that its meta-in-
formation be public to the broker. The meta-in-
formation is a uniform representation of appli-
cations’ various forms of the operalions. This
uniformity resolves the helerogeneity among ap-
plications.

4.3 Inter-agent Communication Message

The PMAF -agents share information and ser-
vices with other agents by communicating. A-
genis use the ICM, a high level communication
message that provides a homogeneous communi
cation envelope for all heterogeneous agents.
‘When using the ICM, an agent transmits mes-
sages composed in Prolog-like syntax, providing
the familiar syntax and rich semantics of first
order predicate logic, wrapped in an ICM.

The ICM is conceptually a layered message
consisting of the wrapper layer, the primitive
layer and the message layer.

The wrapper laver encodes a set of features
to the message that describe the lower commu-
nication paramelers, such as the identity of the
sender agent, and a wrapper indicating the mes-
sage is for inter-agent communication.

Agents communicating with each other re-
quire a well-known set of conventions. This set
of conventions comprises a protocol that must
be implemented at hoth ends of a connection.
This protocol is implemented in the primitive
layer that determines the kinds of interactions
one can have with another agent. This primitive
signifies that the message is a query, a com-
mand, or any other mutually agreed upon
speech act [11, 12]. It also signifies how the
sender would like any reply to be delivered (i.e.,
what primitive will be followed).

The message layer is the actual content of the
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ICM. This layer may contain a goal to solve or
a command for controlling agents.
The following is the syntax of the ICM:

1CM s =term({sender-agent),

msg) | (msg-ent))
{sender-agent): : = (ageniName)
{protocol-msg) : : =post-query ‘('[{agentName)

N eeal)y ) | solve'(P{id)" (goal}’)’

| solved *(C{id),) (swlver)','(goal}’,

{ pretocol-

{resulis)*}’
{goal) ;- ={capability)
(resulis) si=""¢msg—ent)']
{msg-cnt) 7= {capability) [ {commands}
| {message)
{commands) . . = (alphanumeric-str)
{message) . = (alphanumeric) (alphanumeric}

The ICM supporis seven basic primitives:
posi-query, solve, solved, add-trigger, register—
solvable-goals, read-bb, write-bb. Posi—query 1s
used to post a query to the broker. This primi-
live causes the broker to determine appropriate
application agents that may handle this query,
to send the agents a new ICM composed of
solve primitive, and to add a trigger. The appll-
cation agents receiving the ICM with the solve
primitive perform the goal and return the
results. All the results are conveyed using
solved primitive. This primitive denotes that the
content of the message layer is the soluiion to a
query. Add-trigger 1s used to let an agent do

<NL=> pml querviger ICL=NL=R)N
:olwﬂgﬂ JCT = NL= KD

snlved(2,paver,grt K10 N>, R),
Jeer_FCLy N~ K=,

Parser Agent

sefved(pazer.get ICL{ NL>.R1{
wet 1] (’NI =1L )

post quee(gel weathee( 953300

Seon m) selve(d,get wrather (553 eom

R

solved (3 futel get umdm-{‘un K3
L Beoul R}, Sodu -)

sofved(rel gt weather(95:5/3,°

=NL> Keenld’, R} Sadu=}
—]
Uscr Inlerface Agent Broker Hitel Agent

<NLL> = “get the weather in Scoul on May 3 1995°
<ICL> = pet_weather("$S/5/2", “Seoul’, S1}

<Salw> = gel_weather('95/5/3', ‘Scoul’, fine)
<NL_Q> = "The weather js fine”

(Fig. 4) An example of interactions among agents

something whenever a condition is salislied.
Register-solvable-goals allows agents to send
their capabilities to the broker. Finally, read-bb
blackboard
and write-bb for writing data io the black-

is for reading data from the broker’s

board. (Fig. 4) shows an example of an agent’s
interactions by means of these primitives.

Communicating through the ICM instead of
direct function calls allows agents to resolve the
heterogeneity. The ICM is constructed and inter-
preted by the PnP agent module.

4.4 Trigger

To the acuivities of conirol mechanism, we
add trigger handler to enhance the desired char-
acteristic of dynamic control. Triggers that
gventually direct the behavior of agents can be
added and removed dynamically by a local
agent or remole agents. Fundamental 1o the no-
tion of triggers is the occurrence of events.
Triggers are defined to correspond to specific
events. The occurrence of an event that match-
es a trigger of eventi type suggests that some
agent should perform some specific action
responding to the event. The action part of the
matching trigger becomes a new event to be
processed. For example, lets assume that an ap-
plication agent posted the query to the broker
The broker

would determine appropriate application agents

“what is johns phone number?”.

and route the request to them. Not knowing
when the answer will be arriving, the broker
sets a trigger indication that when solved mes-
sage arrives, the solutions should be sent back
to the asking agent.:
trigger( event, when, solved(id-1, phone( john,N),
Solutions),
forward( askingAgent,
N), Solutions)
Trigger base contains this trigger. Each in-

id-1, phone( john,

coming ICM is examined against the triggers of
event group in the trigger base. The message,
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solved(id-1, phone(john,N), [phone(john, 593
2)1]) matches the trigger and causes the broker
lo forward the solutions to the originating
agenti. This trigger handling eliminates the need
for waiting all the time for a reply and allows
the broker to perform some other tasks. The
triggers of test group execute periodically their
conditional part to monitor changes such as
mall spools or databases, and the action part of
the matching trigger is posted to the broker as

an event. Incoming events can take an arbi-
' trary form. The only caution is that for an
event to be useful for triggers there must be a
corresponding trigger.

The following is the syntax of the trigger:

{trigger base)::="["{irigger), (trigger}‘]

{irigger) LI=trigger'("(group)‘, {type)*,{condi-
tion) ' {new-event)*)’

{group) II=evenl | test | data

{lype) I:=when | whenever

{condition)  ::={msg-cnt)

(new-event) ::=(msg-ent)

The triggers of when types are removed from
The trigger base whenever used, but those of
whenever types are not removed.

5. Experience with the Prototype

The development of the PMAF encompasses
two distinct efforts: development of the PMAF
core and constructing a new application agent
either from scratch or by making pre-existing
application the PMAF-aware. All the PMAF
core components have been implemented. The
implementation of the core has been developed
in Prolog on Sun Sparestations running Sun 0S
4.1. We have another version implemented in C
on PCs running Microsoft’s WindowsNTTM.
We have demonstrated the scenario described in
section 2. All the application agents have been
developed in Quintus Prolog or C on Sun
Sparcstations and PCs, except for the pen/voice

user interface agent, which is implemented in
Basic programming language on a PC and a
PDA platform. The communication is based on
TCP/IP. Almost every system provides an inter-
face for network communication based on this
protocol and it therefore provides a good basis
for communication. The blackboard architecture
has been ported both to UNIX and WindowsNT-
TM.

Dynamic plug-and-play was one of the funda-
mental design principle of the PMAF. Not all
system components of multi-agent sysiems are
known at design time. We can expeci a develop-
er to provide a new application agent capable of
new functionality in the future, The PMAF ar-
chitecture supports a flexible system in which
application agents may be added, removed, or
replaced at any time without making changes to
other programs. The broker keeps all the inior-
mation concerned with the application agents
currently connected, and deletes the associated
information when the disconnection of an appli-
cation agent happens. If the broker receives a
request for an application agent’s capability, it
orly has to look for the application agent of the
required capability and send the request to it.
Further, the addition or deletion of an applica-
tion agent only requires a simple update to the
broker’s database once the required local meth-
od has been implemented.

User interface is not “hard-wired” in our im-
plementation. The PMAF is able to link to a va-
riety of user interfaces that use the ICM proto-
cols and have the PnP agent module’s behavior.
Therefore, not only the user interface agent can
be connected and disconnected dynamically like
other application agents across a network, but a
variety of interfaces such as X windowsTM-
based or WindowsTM-based can coexist. Users
can carry user interfaces and get other applica-
tion agents services at any place where he can
use phone line or TCP/IP network.
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A broker may itself be a client in a hierarchy
of hrokers; if none of its applications can solve
a particular goal, this goal may be passed fur-
ther azlong in the hierarchy [8]. Following
Gelerriner's LINDA model [9], blackboard
systems themselves can be structured in a hier-
archy, which could be disiributed over a net-
work.

The creation of an application agent should
be simple. We present an example of an applica-
tion agent program in Prolog (Fig. 4). The
agent’s name and its capabilities are a prerequi-
site. The PnP agent module extracts these data
from the predicates agentName and solvable
respectively, and uses them in conneciing w the
broker and in advertising the agents capabili-
lies. The do-event routines conlain real pro-
gram codes for the capabilities defined in the
solvable predicate. These routines can be con
structed from scratch, by interrogating applica-
tions data files, or through function calls provid-
ed by the applications. Furthermore, other appli-
cation agent’s capabililies can be used in build-
ing the do-event routines. In (Fig. 5), the predi-
cate others make this possible. This predicate
allows the application agent to post a request
and wait until the solution arrives. This feature
is useful since an application agent’s capabilities
can be reused by other application agents.

:[agent].  /*Load the PnP agent module™/
ageniName(calendar). /*Define the name of this
ageni*/
solvable([ /*Define the capabilities of this agent*/
get-free-time-slot(-Date, —Person, -FreeTime).
where(-Person, -Place, ~WithPerson)]).
/*Application agent Specific functionality*/
do-event(-, get-free-time-slot(Date,
Person, FreeTime)):-
get-appointment~file(Person, CalendarFile),
gel-free-lime-C(CalendarFile, Dats, FreeTime)
|
do-event (-, where(Person, Place, WithPerson)):-
get-appointment-file(Person, CalendarFile),
olhers(get - current - date - and - time(Date,
Time)),
get-appointment(CalendarFile, Date, Time, Ap-

poinument),
parse-appointment(Appointment, WithPerson,
Place).

/*mterfzce with C programming language®/
forelgn-file(cal.o, [get-free-time-C1).
foreign(get-free-time-C, ¢, get-free-time-C( +string,
—string, - siring)).

(Fig. 5) An example of an application agent program

6. Related Work

Although the issues underlying the design of

sofiware integration based on the plug-and-
plav remain largely unexplored, there is an in-
creasing awareness that applications in the fu-
wre will be communicate with others to share
services and information by means of relatively
simple piug-and-play.
One of these related bodies of research is
KQ\IL [3, 2], a new language and protoco! for
exchenging information and knowledge. This
wok is part of a large effort, the ARPA Knowl-
edge Sharing Effort that is aimed at developing
technigues and methodology for building large-
scale knowledge bases that are sharable and re-
usable. KQML can be used as a Janguage for an
application program to interact with an intelli-
gent system or for two or intelligent systems to
share knowledge in support of cooperative prob-
lem solving.

However, KGQML was not defined by a single
research group for a particular project. It was
created by a committee of representatives from
different projects, all of which were concerned
with managing distributed implementations of
systems. The representatives did not share a
common communication architecture, As a
result, KQML does not dictate a particular
system architecture, and several different
systems have evolved.

ARCHON [1, 8, 4] project has developed a
general purpose architecture that can be used
to facilitate cooperative problem solving in in-
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dustrial applications. By representing skills, in-
terests and goals of its acquaintances an agent
15 uble 1o specifically involve others in its own
problem solving objeclive. An agent decides
which skills should be executed locally and
which should be delegated to others.

Each agent in the ARCHON contains repre-
sentalions of other agents in the community in
terms of their skills, inlerests, current status of
workload etc. However, this approach does not
address the communication overload that might
happen whenever an agent connects or discon-
nects. Since an agent conlains representations
of other agents, the communication could in-
crease as agenls plugged into or unplugged

from the community,
7. Conclusions and Future Work

Three components were employed in order to
challenge the plug~and-play architecture: meta
-information, PnP agent module, and ICM. The
meta-information is used to determine the prop-
er recipient of a task, eliminating the need for
direct addressing among heterogeneous agents.
The PnP agent module is a homogeneous con-
troller that operates on an application agent to
ensure that its activities are coordinated with
those of the others within the community, pro-
viding a uniform control mechanism. The ICM
is a high level communication message that pro-
vides a homogeneous communication envelope
for all heterogeneous agents. The combination
of these three compénents is used to meet the
desire for implementing plug-and-play architec-
ture,

The PnP agent module is a domain-indepen-
dent reusable module. It is based upon the phi-
losophy of providing generic interface with
agent systems. By including the PnP agent
module into their applications, developers can
make them agent-aware. Since the PnP agent

module assumes the burden of inter-operation,
application programmers are relieved of this
responsibility and can construct their programs
without having to learn the details of other pro-
grams in the runtime environment, As a result,
applications become easier to mainlain and en-
harnce.

A variety of applications are available to
computer users today. These applications can be
used as the domain knowledge of agents. The
domain knowledge of an agent may be the inter
face between the existing applications and the
agent communily. There are three ways of ac-
cessing the functionality of the underlying appli-
cation., The first is through the manipulation of
files (for example, mail spool, calendar data
files) and the second is through calls to an ap-
plication’s API interface (e.g, SDK for
Microsoft MailTM). Finally, the third is through
a scripting language, or through interpretation
of an operating system’s message events (Apple
Event or Microsoft Windows Messages).

In order that an application agent be
activated, its capabilities need to be mapped
into terms understood by ensemble of applica-
tion agents, and also by users. However, this
advertising knowledge representation can lead
to conflicts among definitions. We intend to de-
velop API description Tool, with which the ap-
plication agent developer describes the services
provided by that application agent. The tool will
produce mappings of expressions in the ICM
into representations that can be merged into a
common whole.
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