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A Knowledge-Based Fuzzy Post-Adjustment Mechanism:
An Application to Stock Market Timing Analysis

Kun Chang Lee*

Abstra:t

The objective of this paper is to propose a know-edge-based fuzzy post adjustment mechanism so
that unstructured problems can be solved more relistically by expert systems. Major part of this
mechanism focuses on fuzzily assessing the influence of various external factors and accordingly im-
proving the solutions of unstructured problem bcing concerned. For this purpose, three kinds of
knowledge are used: user knowledge, expert knowixdge, and machine knowledge. User knowledge is
required for evaluating the external factors as well as operating the expert systems. Machine knowl-
edge is automatically derived from historical inst mces of a target problem domain by using ma-
chine learning techniques, and used as a major knwledge source for inference. Expert knowledge is
incorporated into fuzzy membership functions for «xternal factors which seem to significantly affect
the target problems. We applied this mechanism 15 a prototype expert system whose major objec-
tive is to provide expert guidance for stock mark t timing such as sell, buy, or wait. Experiments
showed that our proposed mechanism can improve the solution quality of expert systems operating

in turbulent decision-making environments.
1. Introduction

Recently, knowledge-based approaches to decision making have been widely acknowledged by
researchers and practitioners in OR/MS (Operaticns Research /Management Science) fields. The
role of domain-specific knowledge in expert systems is to provide intelligence which is comparable

to that of algorithm in conventional decision support systems. Extensive use of expert systems
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has been observed in a wide wvariety of OR, MS applications including many unstructured
problems such as strategic planning, factory plaining and scheduling, financial planning, etc. Es-
pecially, we will deal with an issue of improving the expert systems performance in stock market
timing (SMART), which is one of highly unstructured problems, by integrating three kinds of
knowledge such as user knowledge, expert knowledge, and machine knowledge about SMART. We
make such integration more systematically by introducing a fuzzy post adjustment (FPA) mech-
anism which is a fuzzy logic-based knowledg: integration mechanism considering the cha-
racteristics of each knowledge type. To help uncerstand our research intention more clearly, let
us first overview the previous expert systems for stock investment decisions, which is not
exhaustive but meaningful.

PMIDSS (Intelligent Decision Support System of Portfolio Management Decision Making)
done by the New York University team (Lee and Stohr 1985) is concerned with investment
timing and portfolio selection, and emplo.s mixed knowledge representation schemes
encompassing logic, directed network, frames and rules. The PMIDSS is characterized by its
ability to support more than one domain such a- investment timing, stock selection, and real es-
tate investment, each of which requires differeat architecture and reasoning as well as model
management. FOLIO (Cohen and Liberman 19¢3) works as a front-end for goal programming
model which is capable of ensuring that selected portfolio satisfies sufficiently the investor’s goal.
If satisfied, it finally allocates the investor’s a-sets to one or more funds of securities, rather
than to individual stocks. To enhance system’s ..cceptability, the FOLIO has two functions. The
first is interview function which conducts an nterview and produces many useful parameters
such as tax bracket and proportion of current investments in equity. The second is a
forward-chaining (or data-driven) production system which uses expert’s heuristic inference rules
to infer the investor’s goal. Le Courtier developd by the Cognitive Systems Inc. is a rule-based
system and commercially implemented expert systems for portfolio selection. The unique aspect
of the Le Courtier is a powerful natural language interface. It accepts user’s natural language as
inputs and interprets them by parser, finally performing the functions with which the user
wants to do. The Le Courtier recommends stock purchases, answers factual questions, explains
financial terms, responds to statements of personal preferences regarding stock purchases, and
analyzes and reviews a large number of accounts. PMA (Portfolio Management Advisor) devel-
oped by the Athena Group (1987) advises profes-ional portfolio managers in the construction and
maintenance of investment portfolios. The P:A composed of knowledge base, a cognitive
interface allowing ‘what if scenarios, and firancial planning heuristics provides qualitative
reasoning alongside numerical portfolio management methods. ISPMS (Intelligent Stock Portfolio

Management System) developed by Lee et al (1'%89) has three features such as knowledge acqui-
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sition by learning-from-example technique, integration of an expert’s knowledge with personal
preference, and integration of knowledge and prefercnce with the quadratic programming model.

To summarize the discussion mentioned so far, there exist a wide variety of commercial expert
systems for supporting stock investment. They all have knowledge base which is composed of do-
main-specific rules extracted from experts or literature. However, the expert systems reviewed
above do not include a formal mechanism for incorporating the effects of external factors that
might affect the expert systems performance. Thev have only conventional uncertainty manage-
ment methods such as confirmation theory, Bayesian and Dempster-Shafer’s models (Buchanan
and Shortliffe 1984). Therefore, fuzziness involved in various types of external factors cannot be
fully incorporated into the inference process. In tnis paper, we will focus on considering the in-
fluence of external factors involved in the inference process of stock market timing expert
systems. The environment within which expert sy-tems work could critically affect the systems
performance. If the turbulence of the environment s very high, expert systems may become even
inoperative. Therefore, ways to incorporate the c¢ffects of the environment into the operative
scheme of expert systems must be performed prior to or in parallel with expert systems design.
This fact, however, has not received much attention from AI researchers. Fuzzy expert systems
are recently introduced to deal with the uncertair ty and operative difficulties originating from
dynamically changing environment (Zadeh 1983, No:goita 1985, Leung et al. 1989, Graham 1991).
The goal of this study is to alternatively propose & knowledge-based FPA mechanism for fuzzily
assessing the influence of external factors (expert knowledge) and using it in the inference pro-
cess of expert systems (user knowledge and mackine knowledge). In other words, we will show
that it is possible within the framework of know edge-based FPA mechanism to integrate both
human knowledge (user knowledge and expert knowledge) and machine (or computer) knowledge
to improve the performance of SMART expert systems.

The SMART problem is famous for its high lvel of uncertainty and fuzziness (Pring 1985,
Braun and Chandler 1987), so that the theoretical or experimental results can be considered as a
milestone for similar research works. Specifically, vince the stock market environment generically
includes many dynamic factors such as economic, social, political, and institutional factors,
forecasts for each factor are important to the operative performance of SMART expert systems.
Our focus is then on empirically showing that the performance of SMART expert systems can be
significantly improved with the knowledge-based "PA mechanism. In the sequel, “performance”
indicates the rate of correctly performing the SMART task.

The structure of this paper is as follows. Sectior. 2 discusses the nature of a SMART problem.
Operational characteristics of knowledge-based solution are presented in section 3 and procedures

of knowledge-based FPA mechanism are given in scction 4. Detailed description of experiments is
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presented in section 5, and this paper is ended with concluding remarks including some further

research topics.

2. Target problem

In this section, we will discuss the nature of SMART problem. The SMART problem is basi-
cally related to buy-decision or sell-decision in the (stock) market to maximize profits through
trading stocks. In the stage of upward trend, investors will want to know when the market
turns its trend into downward direction because they want to sell stocks at that point. Contrar-
ily, in the stage of downward trend, investors try to forecast the point at which the market
tends to change into upward trend because they want to buy stocks at that point. The SMART
problem, therefore, requires a precise interpretaiion of market behaviors to make decision about
when to buy or sell stocks. In this study, three kinds of SMART strategies are considered: Buy,
Sell, and Wait. The SMART problem above coni ains the following two characteristics that make

its solution process complex.
{Inconsistency)

The SMART-related knowledge or heuristics 15 inconsistent due to the complex dynamics sur-
rounding the market. For example, though experienced investors usually possess their own exper-
tise about the SMART problem which they beli.ve “certain and time-proven”, it becomes ineffec-
tive or even useless in some unexpected situations like new government policy and structural
change in economics, etc. This inconsistency o: the SMART-related human expertise naturally
requires the use of machine knowledge which is more consistent and adaptive to new situations.

The machine knowledge may be obtained by incuctive learning techniques such as ID3 (Quinlan
1986).

{Uncertainty)

In the SMART analysis, it is often necessa-y to make decisions based on uncertain infor-
mation for several reasons. First, most of the information about listed companies cannot be veri-
fied until they announce formal opinion. Second y, interpretation of news background floating in

the market may differ from investor to investc: Thirdly, effects of macro factors such as poli-
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tics, economics, etc. are hard to estimate due to their stochastic properties. This kind of uncer-
tainty leads to the use of fuzzy set-based approxim:te reasoning (Zadeh 1983).

The characteristics of the SMART decision probiem mentioned above forces us to use a fuzzy
logic-driven approach to enhancing the quality of «xpert systems for solving the SMART prob-
lem. In this respect, we propose a knowledge-based “PA mechanism which will be extensively dis-

cussed In section 4.

3. Knowledge-based solution

The knowledge-based solution considered in this japer is majorly based on the machine knowl-
edge which is derived from the previous SMART iistances by using inductive learning technique
(Quinlan 1986).

The general knowledge acquisition method can b classified into two types: knowledge acqui-
sition from expert and knowledge acquisition by ir.ductive learning. In the first type of knowl-
edge acquisition, the knowledge engineers obtain kiowledge from domain experts and transform
the knowledge into a formn that can be manipulatc¢ by a machine. Experts about the SMART
problem have their own time-proven knowledge, wh. ch is called expert knowledge. The knowledge,
however, differs from each expert and is hard to L: transformed into active inspectable form of
performing high value work. The reasons are:

(1) Il is based on personal judgment or experien ¢ which may be subject to changes in turbu-

lent environment, thereby showing inconsister.y.

(2) In general, human experts cannot remember :ll the important facts related to the SMART
problem. They are accustomed to using only :mall part of those facts that occurred hereto-
fore, resulting in SMART strategy that is imorecise or biased in some aspects.

(3) Expert knowledge is critically dependent on pzrsonal tastes. For example, in SMART cases,
one may prefer price-related information and the others prefer trade volume-related infor-
mation. Some may adhere to combined use of price and trade volume information. Con-
sidering these pitfalls of expert knowledge, e limit the use of expert knowledge only to
building up fuzzy membership functions for v:rious external factors.

In the second type of knowledge acquisition, m..chine (or computer) automatically generates

knowledge with the past instances of application comain, which is called machine knowledge. It
is verifiable and rather objective than expert knowledge. In this study, machine knowledge will

be majorly used for inference. Although Braun anc Chandler (1987) have also experimented the
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performance of inductive learning approach (or learning from example approach) to the stock
market prediction, they considered only use of machine knowledge, ignoring synergistic effects
expected from integrating three types of knowiedge (i.e., user, machine, and expert knowledge)

and FPA mechanism.

4. Knowledge-based fuzzy post-adjustment mechanism
4.1. Background

When trying to solve unstructured problems, /= must deal with a large number of information
which is interrelated with each other. Some inf rmation supports other information or degrades
another kind of information. Therefore, we shoild always be ready to update our original sol-
ution when another important but overlooked wnformation is available for our decision-making
perception. This is called opportunism. Problem solving activity by opportunism is consistently
directed toward revising the current problem-solving state when new knowledge or information is
observed (Ow and Smith 1987). This opportuniim concept is, therefore, suitable for solving the
SMART problem. The reasons are:

(1) Information used in the SMART-solving jrocess includes uncertainly and fuzziness, which

requires a user’s judgment about its usefu ness.

(2) A wide variety of conditions surrounding the market always change and move together in
a very complicated way to influence the market trend.

{3) Technical indicators (Pring 1985) conventionally used in solving the SMART problem are
derived from the historical price and tr de volume data. They provide a rough outlook
about the market trends to come.

However, without a fuzzy-logic based formal ‘nechanism which guarantees that such opportun-
ism-based problem solving activity yields more improved solution, the SMART nroblem rich in
uncertainty and fuzziness cannot be solved sa:isfactorily. In this sense, we propose the FPA
mechanism to specifically apply the opportunisn: concept to the SMART problem-solving process
(Lee 1991). The main recipe of FPA is that : tentative conclusion derived from the machine
knowledge is adjusted by the amount of fuzzy evaluation about external factors affecting the
SMART problem-=solving process. With this post-adjustment process, the original knowledge-based
conclusion or belief can be refined enough to have a real and/or practical sense, which is essen-
tial for the successful operation of expert syst¢ms dealing with unstructured problems. Pattern

recognition-based learning technique was appliec to stock market forecasting (Felsen 1975), but
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it did not consider fuzzification of external factors about stock market and post-adjustment of

the knowledge-based strategy.

4.2. External

In this paper, we consider macro external factor: surrounding the market, which are fizxed for
simplicity to four and treated as fuzzy factors to be fuzzified- economy prospects (EP), stock
supply and demand (SSD), the amount of currincy in the market (AOC), and conditions
favorable or unfavorable to market (CFU). EP means forecast about economic situation in the
future, which is determined by composite effects of export, GNP, and inflation, etc. SSD is sub-
ject to change with capital-increase of listed firms, new list of stocks, institutional investor’s in-
vestment activities. AOC is determined by four factors: bond yield, call rate of interest, the
amount of depositing funds, and monetary policy ol government. CFU majorly includes domestic
or international political situations (regardless of domestic or international) and news back-

ground, which may influence the market movements

4.3. Fuzzy membership function

To process those four external factors more effectively, we use triangular membership
functions. Expert knowledge about the four factor: is represented in built-in fuzzy membership
functions using verbal expressions. Therefore, a membership function (MF) is required for each
factor. Each MF is based on two fundamental linguistic variables such as good and bad. Fuzzy
modifiers considered are very and not, and then linsuistic variables that can be used in each MF
are very good, good, not good (or not bad), bad, and very bad. Accordingly, expert judgment is
expressed in one of five discrete values including 0 (very bad), 1 (bad), 2 (not good or not bad), 3
(good), and 4 (very good). User knowledge about eacn factor is incorporated into the built-in MFs

above, providing composite fuzzy evaluation of the orresponding factors.

4.4. FPA process

Let us describe the process of knowledge-based FPA mechanism. To test the performance of
knowledge-based FPA mechanism, we will conside  predicting the four types of stock market
stages: Bull stage, Edged-up stage, Edged-down sta;e, Bear stage. Bull stage and Bear stage indi-
cate a strong upward trend and a strong downwarc trend, respectively. Similarly, Edged-up stage

and Edged-down stage mean a weak upward trerd and a weak downward trend, respectively.
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Therefore, SMART problem of this paper can be restated as predicting the market stage in the
next period. It is worth noting that the period considered in our experiments is a “week” be-
cause we use the weekly data. Therefore, the goal of this paper is to show that the performance
of SMART problem-solving expert systems could be significantly improved by the proposed
knowledge-based FPA mechanism.

For simplicity, let UK, EK, MK denote user knowledge, expert knowledge, and machine knowl-
edge, respectively. We assume that UK is derivel from a average (random) user who represents
a rational and unbiased decision maker. In speciiic, we will limit our discussion of knowledge in-
tegration based on FPA mechanism to (UK+EK)+MK case, where ‘1’ denotes integration, be-
cause (1) this is most general case for integrating UK, EK, MK, (2) MK is handled separately
from other two knowledge types and, (3) UK and EK respectively indicate user’s and expert’s
judgment about external factors. Therefore, (UK+EK)+MEK indicates that UK is combined
with EK and then its result is integrated with AK. Even if UK does not exist, this description
can be directly applied to the case of (EK+MK). Theoretical aspects of (UK+EK)+MK are

divided into the following two steps.

[Step 1] UK+EK: Procedure of combining UK :(rd EK

Assume that UK and EK have membership {inctions uc(x) and pu{x) respectively. Let each
membership function u(x) be a triangular membership function (¢, w) where ¢ means central
value and w means width. The compositional 11le of inference is then to solve the relational
equation MAXMIN {uc(x), us(x)}. If the four ex .ernal factors prove to have the values xi, ¥z, X,
and xi, the fuzzy membership values are accordigly fi, f- f3 and fi The integration-score is
then calculated by summing x's multiplied by . .ormalized fi's. If UK does not exist, then the
integration-score means the average of central -alues of EK. The following procedures suggest
how to integrate UK and EK:

(1) For all external factors, assume that the v/idth of EK is 1 stage and also that the width
of UK is 1 stage (experienced level), 2 stages (medium level), and 3 stages (beginner
level). The judgment whether a user is experienced or medium or beginner is entered by
the user. If the user judges that he is .xperienced, the quality of his judgment about
factors is assumed to be same as that of the expert judgment.

(2) Suppose that an average (random) user b longs to medium level. Then UK has a triangu-
lar membership function pi(x; 2) and EK 1as pp(s, 1) for 7th external factor, where there
are four factors. The solution 2 is obtaine! by MAXMIN {uy(x, 2), ue(yi, 1)} where z has
real value ranging form 0 to 4. Then z his a corresponding fuzzy value f: with the tri-

angular MF.
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(3) The integration-score S is then derived from *he equation
S=X z* (fl/fl_f)
where 1, j=1, 2, 3, 4 When UK does not exist f, becomes 1/4.
[Sep 2] (UK+EK)+MK : Procedure of combining (UK+EK) and MK

The final score S resulting from combining UK :nd EK(i.e, UK+EK) has 5 stages and MK
has 4 stages. To integrate UK+EK and MK, theefore, the score S from (UK-+EK) must be

transformed into 4 staged-value by one-to-one mapp ng as follows:
T=(3/4)* S+1.

Let pr{x) and puu(x) denote respectively memb.rship function of the transformed score of
(UK+EK) and MK where x belongs to 4 staged-values. Assume that they have the width of 2
stages. The MAXMIN principle is employed to oitain an optimal solution. The following two
procedures suggest how to integrate (UK+EK) and MK practically:

(1) Transform the final score S of UK+EK into “our-staged value T.

(2) The final solution from combining (UK+EK) and MK is obtained by solving MAXMIN

tee(t, 2), um(m, 2)) where the solution is one >f discrete 4 staged-values. The fuzzy value of

the final solution means a belief level for consistency of UK+EK and MK.

Here is an illustrative example to clearly underst.nd the theoretical aspects of knowledge-based
FPA process above. Suppose that expert judgment for each external factor EP, SSD, AOC, CFU
is respectively good(3), very good(4), good(3), and not good(2). Also assume that user’s evalu-
ation for each factor is respectively good(3), gooc(3), bad(1l), and bad(l) with an experienced
level of user’s quality. Based on these information, we can figure out the triangular membership

functions as in the following:

Figure 1 : Membership function for EP factor

UK+EK (3,1)

Bad Good

1 2 3 4
very bad bad not gocd good very good
(bad)
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Figure 2 : Membership function for SSD factor

UK EK
1

Bad Good

0.5
UK+EK (3.5,0.5)

¢ 1 2 3 4

very bad  bad not good good very good
(bad) 35

Figure 3 : Membership function for AOC factor

, UK EK .
Bad Good
UK+EK (all,0)
A
0 1 2 3 4
very bad  bad not good good very good
(bad)

Figure 4 : Membership function for CFU factor

Bad Good

Qs
UK+EK(1.5,0.5)

3 4
very bad  bad . not good good very good
: (bad)

3
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Therefore, the maxmin principle generates 3(1). 3.5(0.5), 0(0), and 1.5(0.5) where the corre-

sponding fuzzy value is in parenthesis. The normalized and weighted sum (S) is
S = 3=(1/2) + 35(05/2) + 0:(0/2) + 1I«(05/2) = 28

The sum may be 3 when UK does not exist, wlile it may be 2 when EK does not exist. For

S=2.8, the transformed value T is then obtained as
T = (3/4)x28 + 1= 3.1

The transformed value 3.1 means that UK+EK is above the outcome “Edged-Up” stage. As-
sume that the outcome from machine knowledge i: “Bear” stage. Let the width of membership

function be 2 stages. Then the triangular memberslip function can be depicted as follows:

Figure 5: Membership funciion for (UK+EK)+MK

MK UK+EK

1

(UK+EK)+MK (Edged_Down, .49)

Bear Edged-Down Edged-Up Bull

By applying the maxmin principle, we obtain
Max{ (Bear, 0), (Edged-Down, 0.49), (Edged-Cp, 0), (Bull, 0)}.

The optimal solution is then an outcome “Edged-Down” stage. Therefore the machine knowl-
edge-based SMART forecast is fuzzily post-adjusted by knowledge-based FPA mechanism from

original prediction “Bear” to “Edged-Down”.
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5. Experiments

5.1. Data

To obtain training and test data for experinents, we used five technical indicators such as
MD (Moving average Disparity), PD (Price D sparity), PCR (Price Change Ratio), VD (Vol-
ume Disparity), PR (Psychology Rate). Formula for each of them is as follows:

MD = (6 day moving average of KOSPI/50 cay moving average of KOSPI)* 100
PD = (KOSPI / 25 day moving average of KOSPI) = 100
PCR = (positive KOSPI change/ (positive KCSPI change + negative KOSPI change))* 100

VY = (§ day moving average of volume/25 d v moving average of volume)s100
PR o= (days of positive KOSPT change/ 12 da g3+100

¥ YAy

whore KO0 means teerea Stock Vrice Index. 4D, PD, and VD are rosded with the power of

s

the markei Lo go upvard or downward vl B other words, if VD i fagh, then the amount of

chyeiw P S R PO P pivti v
shiori-tern traage viitns dosa ovorsices th

of mid-term trade volume data. Theo the power of

the market is epough (0 go upward Lrend 1 o -sort-term poviod. In a similar way, MD and PD
can he interpreted. PUR and PR deseribes the power of the market In lvrms of price.

That s, of POR or P10 s high, then 1t mear s that the (stock) price will go upward in the
near future. Any combination of technical indicators does not matter for our rescarch purpose
because  the objective of Lhis study s to show the rcasoning process of the proposed
Enowledge-based FPA mechanism. In addition to the five technical indicators above, there exist a
widce variety of technical indicators (Pring 1935

Te obtain the five technical indicators above. we collected a weekly data set of Korea Stock
Price Index (KOSP1) and Volume from Jan. 1938 to Dec. 1992, of which 127 weeks turned out
bear phases and 109 wecks bull phases. Deterivining whether a week is bearish or bullish is
based on comparing the price of current week with that of previous week. Learning period is
from January 1983 to December 1989 consisting of 94 weeks (45 bear-phased weeks and 49
bull-phased weeks), while testing period is from danuary 1990 to December 1992 composed of 142
weeks (82 bear-phased weeks and 6() bull-phasec weeks). Technical indicators were obtained by
applying formula above to those price and volime data gathered. We applied sigmoid function
below to normalize the technical indicator valies into values in (0, 1) because normalization

facilitates computational process:
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1
T
where v = transformed value,
x = original value,
4 = mean,

¢ = standard deviation.
5.2. Sources of knowledge
{Machine Knowledge)

To obtain MK through [D3-based machine learnii g technique (Quinlan 1986, Jackson 1988), we
first classified those technical indicators into three stages “Buy”, “Wait”, and “Sell”, depending
upon two different criteria such as (0.3, 0.6) for B:arish phase and (0.4, 0.7) for Bullisﬁ phase.
For example, in case of Bearish phase, it is class fied into “Buy” stage, “Wait” stage, “Sell”
stage when its value falls in the range (1) [0.0. 03], (2) (0.3, 0.6), (3) [0.6, 1.0], respectively.
Similar explanation can be applied to the cases of [jullish phase. Determination of either Bullish
or Bearish phase depends on whether the price of previous week is less than or greater than
that of current week. Also stage classification crite ia may change in accordance with the inves-
tor’s preference and judgment about the market mo. ement.

Secondly, we classified outcome stages into fou' ones: Bear, IEdged-Down, Edged-Up, Bull,
depending on the criterion ( —3%, 0%, +3%). If th KOSPI return of next week (computed with
stock price) is greater than 3%, the corresponding outcome stage is classified as Bull. Similarly,

Edged-Up, Edged-Down, Bear, when the KOSPI return is between 0% and 3%, between —3%

and 0%, and less than —3%, respectively.

A concept of similarity score is employed in tie case of data shortage and heterogeneous
outcomes. It is similar to case-based reasoning witl partial matching technique. The membership
concept 1is applied to calculating the “feature mat. hing-score” between new case and case base.
The case score is computed by the sum of the fcature scores. It may be normalized for con-
venience. For example, we employed the following membership matrix instead of membership
function (Figure 6). The column vectors of “Buy”, "Wait”, and “Sell” play roles of membership
function because the stages are of discrete featurs. Assume that 5 technical features have 3

stages and each outcome has 4 stages.
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Figure 6. Membership Matri ¢ for Case-Based Reasoning

Stage of a case
CB buy wait sell
AA buy — 1.0 0.5 0.0
SS wait 0.5 1.0 0.5
E E sell — 0.0 0.5 1.0

Case Base : Bi(Ci, Cis, Cis, Cis, Ci5, Oi)
ith case base (rule) with 5 feature types and J: outcome,
New Case:

kth new case with 5 feature types and O: outcome (unknown).

CS(i, k), which is the case score between Bi, and Ni is obtained through the following three
steps. Suppose that the feature sets of case base and new case are respectively (b, b, w, s, b)

and (w, b, b, b, w). Also let the match-weight aad the mismatch-weight be 1.0 and 0.0.

Step 1 : Calculation of feature score by membership matrix.

The feature scores of MD, PD, PCR, VD, anc¢ PR are 05, 1.0, 0.5, 0.0, and 0.5, respectively.

Step 2 : Calculation of similarity score by sumnming feature scores.

The similarity score is then 0.5 + 1.0 + 05 - 0.0 + 05 = 25.

Step 3 : Calculation of case score by normalization.

The case score is 25/5.0 = 0.5, where 5.0 is the total sum of feature scores. Therefore, CS(i,

k) becomes 0.5. The exact matching indicates that CS(i, k) is 1.
The decision function may be considered for predicting unknown O
D(k) = maximize CS(, k) = O,

where D(k) is a decision function of kth case. If D(k) has only one decision, O«* is decided as
an optimal solution on the basis of MK throigh exact or partial matching process described
above, If D(k) has multiple decisions, we sear:h O:* stage adjacent to the average of muiltiple

decisions. It is because outcome stages are discrete and ordinal,
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{Expert Knowledge)

EK is obtained through expert judgment about ‘he four external factors which were collected
from fund managers and weekly investment guide magazine. Scoring these factors into one of 0
(very bad), 1(bad), 2(not good or not bad), 3(good:, 4(very good) is needed for EK to be appro-

priately incorporated into the decision making procss.

{(User Knowledge)

UK depends on user’s tastes and/or preference. " ‘herefore, we assume average (random) user
to avoid any kind of subjective biases in the proce.s of experiments. During experiments, UK

interprets trend of technical indicators or evaluates specific external factor.

Bear Phase Eull Phase Total
Deviation UK MK [MK+EK| UK MK [(MK+EK| UK MK |MK+EK
0 21(25) | 21(25) | 33(40) | 15(25) | 19(32) | 24(40) | 36(25) | 40(28) | 57(40)
1 34(42) | 44(54) | 38(46) | 22(37) | 22(37) | 24(40) | 56(40) | 66(47) | 62(44)
2 21(25) | 17(21) | 11(14) | 15(25) | 16(26) 9(15) | 36(25) | 33(23) | 20(14)
3 6( 8) 0( 0) 0o 0 8(13) 35 3(5) | 14010) 3( 2) 3( 2)
Average
1.16 0.96 0.74 1.26 1.04 0.85 1.20 099 | 078
Deviation
Sum 82(100) £0(100) 142(100)
Table 1. Summarized Results of FP£ with Three Knowledge Sources
5.3. Results

We will show empirical results comparing the F~A performance with the use of three kinds of
knowledge: UK, EK, and MK. Table 1 sumriarizes empirical results of three kinds of
knowledge-based FPA in the two cases of Bull pt.ase and Bear phase, where the figure in par-
enthesis represents column percentage. Also UK cclumn means UK-based FPA results, MK-based
FPA results, (MK+EK)-based FPA results. Dev ation indicates the degree of difference from
actual outcome stage. For example, deviation (0 me:ns that system-guided outcome stage correctly

predicts actual outcome stage.
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MK-+EK column assumes that UK -based FPA makes no decision for four external factors as if
UK does not exist. It is difficult to define UK wcause there exist a wide variety of users show-
ing different tastes of investment. Therefore w- assumed average (random) user to avoid any
kind of subjective biases in the process of esperiments. To show the theoretical calculation
employed in UK column, let p, p, p, p respectis:ly denote proportion of four outcome stages in
the experimental period: Bear, Edged-Down, Ed.ed-Up, Bull. By definition, sum of p through p
becomes 1. Then the probability of outcome stages for each deviation can be computed

theoretically as follows:

if Deviation = 0, then P = (1/4)«(pl+p2+p.—pd) = 1/4

if Deviation = 1, then P = (1/4)«(pl+pd) + (2/4)(p2-+p3)
= 1/4 + (1/4)+(p2+p3)

if Deviation = 2, then P = (1/4)«(pl+p2-+p.—pd) = 1/4

if Deviation = 3, then P (1/4)«(pl+p4)

Our test period has the distribution as follows

Phase P P P Py
Bear Phase 22 35 33 10
Bull Phase 25 .33 15 27

Total 23 35 25 A7

5.4. Discussion

Based on the amount of average deviation shown in Table 1, we obtained the following

findings:

(1) For all kinds of knowledge, the performaice in Bear phase surpasses the performance in
Bull phase. This is due to data sensitivit: and knowledge sensitivity. The former depends
on the data structure in experimental pe iod and the latter on the knowledge structure
used in experiment. The ratios between a rerage deviations of Bear phase and Bull phase
are 0.921(UK), 0.923(MK), and 0.871({MK—EK). Three phase-ratios are below 1.0. This
seems to indicate that the current system is going to show more accurate prediction when
the market trend changes downward than when the market trend is. in the upward direc-

tion. But the phaseratio of UK may be :ffected by data structure in a specific time do-
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main, not by knowledge structure. The fact ‘hat the phase-ratio of UK is similar to that
of MK indicates that a significant phase sensitivity exists only in EK.

(2) For all phases and total, however, MK alw:ys shows better performance than the single
use of UK and MK—+EK better than MK which indicates that UK<MK<MK-+EK.
Therefore we can conclude that combining M and EK results in more efficient knowledge
tvpe which can robustly meet the market turn)ulence.

(3) Since it is natural and logical that the performance with UK is lower than that with EK,

we can obtain the following first relationship
UK<UK+MK<{UK+EK)+MK<MK+EK.

where ‘4 denotes ‘integrated use’ and parentheris indicates that two types of knowledge are
first integrated and then uted. Therefore (UK+EK) means that two types of knowledge UK and
EK are integrated for the combined use. The reasH»n why UK is first integrated with EK, not
with MK is twofold: (1) both UK and EK requi‘e human thought and judgment and (2} not
only the number of knowledge in MK can be red iced by manipulating the data instances but

also it is easy to apply fuzzy concept. Anyway, this relationship leads to the second relationship:
UK<UK+MK<MEK<MK+EK.

Therefore we can conclude that

1} performance with UK-based FPA may be imprived by MK and EK.
2) performance with MK-based FPA may be improved by EK.

3) performance with (UK+MK)-based FPA may te improved by EK.
4) MK and (UK+EK) + MK have no preferenc: order.

Through the empirical tests above, we proved that there exist at least one MK or EK which
1s superior to UK. Therefore, the performance witnh UK may be improved by incorporating the
single or combined use of MK and EK. This ind cates that the efficiency of the FPA concept
proposed can be verified provided that there exists either MK or EK of good quality. It is note-
worthy that either MK or EK means one among -he infinite number of possible MKs or EKs,
indicating that incorporating a certain MK or El. into the decision making process results in
better performance than the single use of average 17TK. However, since UK used herein is limited
to follow the average concept, there might exist such a UK which surpasses MK and EK.

Those experimental results shed a promising ligh. on the expert systems design such that the
knowledge-based FPA mechanism is useful for integ rating MK and EK in a synergistical way. In
other words, the performance of expert systems ccild be improved by combining MK with EK

within the proposed FPA mechanism.
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6. Concluding remarks

This paper proposed a knowledge-based FP.,. mechanism to improve the quality of expert
systems solution. It is based on three kinds of inowledge: user knowledge, expert knowledge, and
machine knowledge. By integrating these kinds of knowledge, the knowledge-based FPA mechan-
ism helps to fuzzily incorporate the possible influence of external factors and provide more
improved solution. After applying to the SMART problem, we concluded that the proposed
knowledge-based FPA mechanism using both ma hine knowledge and expert knowledge can aid in
enhancing the quality of expert systems solutior significantly. We are now developing a more ad-
vanced method of intelligently solving SMART iroblem by using both fuzzy neural networks and

fuzzy cognitive map.
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