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Abstract

The Self Tuning Regulator{STR) method which is an approach of adaptive control theory, is ap-
plied to design the fully automatic power controller of the nonlinear reactor model. The adaptive
control represents a proper approach to design the suboptimal controller for nonlinear, time-varying
stochastic systems. The control system is based on a third-order linear model with unknown,
time-varying parameters. The updating of the parameter estimates is achieved by the recursive ex-
tended least square method with a variable forgeiting factor. Based on the estimated parameters,
the output (average coolant temperature) is predicted one-step ahead. And then, a weighted
one-step ahead controller is designed so that the difference between the output and the desired
oufput is minimized and the variation of the control rod position is small. Also, an integral action is
added in order to remove the steady-state error. A nonlinear PWR plant model was used to simu-
late the proposed controller of reactor power which covers a wide operating range. From the simu-
lation results, the performances of this controller for ramp input (increase or decrease) are proved
to be successful. However, for step input this controller leaves something to be desired.
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1. Introduction

Power plants are highly complex, nonlinear,
time-varying, and constrained systems. For example,
the plant characteristics vary with the operating pow-
er level. Ageing effects in plant performance and
changes in nuclear core reactivitv with fuel bumup
generally degrade system performance. Also, If
load-following operation is desired, daily load cycles
can noticeably change plant performance. Recently,
the problem of controlling uncertain dynamical
systems has been of considerable interest to control
engineers.

The conventional reactor control system consists of
temperature deviation channel (the difference be-
tween the programmed coolant temperature and the
average coolant temperature} and power mismatch
channel (difference between the turbine load and the
nuclear power). The conventional control method
drives the control rods by compensating and filtering
these two channels. However, it is difficult to optim-
ally design compensators and filters for the control
method because of variations in nuclear system par-
ameters and nonlinear characteristics.

A digital processor offers flexibility because the con-

trol function can be altered by software and this fac-
ilitates provisions of sophisticated control. Also, in-
strumentation and control (I&C) technology has
been improved rapidly. In spite of these positive
aspects of using a digital controller, for many reasons
modem systems have not been incorporated exten-
sively in nuclear power plants. However, problems
created by growing obsolescence of existing tech-
nology have stimulated interest in upgrading these
systems [1].

Adaptive controllers are characterized by the gath-
ering of information about an unknown process or
the closed-loop during operation and by making
changes in their control laws. According to the most
widely accepted description, adaptive control systems
adjust their behavior to the changing properties of
the controlled processes and their signals [2]. The

adaptive control represents a particular approach to
design the suboptimal controller for nonlinear,
time-varying stochastic systems. From their character-
istics, the adaptive controllers are expected to solve
the current control problems of the power plants.

The adaptive control method was applied by Park
and Miley [3] in the control of the nuclear reactor
power. In this control method, the control paramet-
ers are adjusted on-line to provide specified
closed-loop poles and to satisfy a zero steady-state
error. However, the collection ot the closed-loop pol-
es has a direct relationship to the performance of the
controller which is closely connected with the
open-loop poles. Because the adaptive control met-
hod does not require the modeling of the plant, whic-
h means that the open-loop poles of the plant are
unknown, it is difficult to properly choose the
closed-loop poles.

In this paper, the controlier parameters are estim-
ated recursively and the estimated control parameters
are used to calculate the control input. A weighted
one-step ahead controller is designed in order to
achieve a compromise between fast responses and
the amount of control effort. Also, an integral control
action is added to remove the steady-state error.

2. Design of an Adaptive Control System
2.1. Parameter Estimation

The ARMAX (AutoRegressive Moving Average
with Auxiliary Input) model is applied for the math-
ematical descriptions used to design the control sys-
tem, which is expressed as a linear combination of
past output, past input, measurable disturbance and
an independent noise in terms of difference operator
s [4].

The general discrete-time model of the process to
be controlled is described by

Alg Dy(k) = g 9Blg Hulk)

+ g %Clg k) + D@ hwk), (1)
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where yfk), u(k), vtk) and w(k) denote the output, in-

put, measurable disturbance and stochastic noise seq-

uences, respectively. In Eq. (1), Alg™!), Blg™), C

{g™1), and D(q™?) are process polynomials in the bac-

kward shift operator q~! with ao=do=1, bo#0 and
Co#0, and have orders nA, nB, nC, and nD, respect-
ively. For example, the polynomial A{q~)is as follows:

Algh) = a0+ gt + ag P+ .+ aug ™ (2)

The process time delays d and d’ are associated
with # and v, respectively. The noise sequence, w(k),
is assumed to be white noise which is not measur-
able. Also, it is assumed that D{g~!) is a stable poly-
nomial of which the roots exist in the unit circle.

The main problem in the synthesis of an adaptive
control system is the design of the adaptation mech-
anism for the process parameters of control paramet-
ers. In this paper, the direct method that the control
parameters are estimated directly, is applied. There-
{fore, no additional calculations that convert the pro-
cess parameters into the controller parameters in or-
der to design the controller, are required.

The process output at time k+d can be predicted
from the measurements of the ouput, input and
measurable disturbance up to time point k. The
d-step ahead prediction of the filtered process output
R(q™'} ylk) [=yr(k)] can be derived below and the
polynomial of the filter is expressed as follows:

R(@Y = 1+rg +rg?+ -~ +rmg ™ (3)

Multiplying Eq. (1) by E(q~!) gives

D(g™h) [R(g Dylk+d) - E(q Dwlk+d)]

= E(g hBlg Hulk)

+ T E(@ g k) + Glg Dy, (4)
where E(q~') and G(q~') are the unique polynomials
satisfying
D(gHR(g™M = E(gHA(gY + ¢ 'Glg™),  6)
E(@h = 1+eigt +eq?+ ~ +earq™®’, (6)
Glg™h vgig ™, (7)

nG = max{nA-1, nD+nR-d}. (8)

go+giq gt
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Because it is assumed that D{q~') is stable, the opti-
mal d-step ahead prediction of yr(k +d) satisfies
D(g™") yrlk+d) = a(q M ylk)

+B(g Hulk) +g* T1(qg k), 9)

where
yrik+d) = E{ya(k+d)|F)

= R(q Dylk+d) - E(g Dw(k+d), (10)
alg™ = Glg™), (11)
Blg™h) = E(¢gHB(g™), (12)
g™ = E(g™)C(g™. (13)

F is the sigma algebra by sequences up to time k.
Equation (9) can be expressed in the usual format
as

srik+d) = 87 (k) - 0(k), (14)
where
87 = [ Go(k) = dng(K) Bolk) ~ Bageaos (k)
Yo (k) = Vncea-1(k) di(k) = dw(k) ],
(15)

67 = [y(k) ~ y(k-nG) ulk) — ulk-nB-d+1)
vik+d-d’) - vlk-nC-d’+1)
-yrlk+d-1) = -yrlk+d-nD) ], (16)

The date vector, g(k), consists of the output, input
and measurable disturbance up to time point k. The
parameter vector 8(k) can be estimated recursively
from the extended least square method for minimiz-
ing the augmented error [5] defined as

ek) = [8- B(k-a)]"0(k-d)

s Bk-d) - Bl 0k

= {8~ 8] 0tk-d). 17)
The recursive parameter estimation algorithm is as
follows '
B(k) = Blk-1)+Folk-d) [R(g yk)

- 37 (k-Dotk-ap], (18)
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The adaptation gain matrix F(k) is a (nG+nB+nC-
+nD+2d+1)X(nG+nB+nC+nD+2d+1) dim-
ensional symmetric matrix The expectation of F(k) is
proportional to the covariance matrix of the par-
ameter estimates [6]. The variable forgetting factor 1
{k) can be used to account for an exponetial decay
of the past data in tracking a slow drift in parameters
[7). In order to keep constant a measure [Nik)] of
information content of the estimation, the forgetting
factor is chosen to maintain a constant value No for
Nik) in the following third-order equation [8):

N(k) = MKIN(k-1).

Vi)
(M) + 0T (K) Fk-1)0(k)]

2

(20)
The algorithm ensures the estimation stability (refer
to [8])

2.2. Calculation of Control Input

An one-step-ahead controller is a very simple form
of control law in which tracking performance is over-
emphasized. The basic principle behind this control-
ler is that control input is determined at each point
in time so as to bring the system output at a future
time instant to a desired value. Potential difficulties
with this approach are that an excessively large effort
may be called for to bring the output to the desired
value in one step and resonances may be excited in
lightly damped systems. This will then lead us to con-
sider weighted one-step-ahead controllers wherein a
penalty is placed on excessive control effort.

Therefore, in order to achieve a compromise be-
tween fast responses and the amount of control ef-
fort expended, the following cost function is derived:

J = E{[R(g ") (ylk+d) - valk+d))]’

[y(k) - 0T (k)Blk-1)]°,

339

+ol[Llg YRGa ™ utidF ), (21)

where o is the weighting factor of the control input.
In order to remove the steady-state error, L(gq~!) con-

tains an integral action as follows :
Lig’h =

From Egs. (9) and (10),

1-g™" (22)

J = E{[ Rg Dylk+d) - yalk+d)

+ Prlk+d) - R(g Dyalk+d)]?

+a[L(g WR(G™Y ulti))IF )
d-1 .
= E{ 2ielo’ + [ Jelk+a) - R(g Vyslk+ad)]®
p2

+a[L(g HR(g™) u(knz]Fk } (23)

where
E{w*(k)|IF¢)} = o {24)
In order to minimize the above cost function, differ-
entiating Eq. (23) with respect to u(k) gives

[ yrlk+d) - R(g Vyalk+d)1Bo

+e[L(g HR(g Y uli)] = 0. (25)

By multiplying the polynomial D{q~!} and using Eq.
{9), the following control input is obtained :
Bo

Bi+w

ulk) = { D@ HR(g Dyalk+d)

-alg Hyk) - g7 (g Hulk)

8]

Bo

- q[w(q Do)+ =2 (g Yietg - l)}u(k—l)

W
Bo

{26)

+

Diq Dty ])u(/\'~1)}.

3. Application to Nuclear Power Plant

The nonlinear PWR plant model (six delayed neu-
tron group nonlinear point kinetics equation and the
lumped thermal-hydraulic balance equations) devel-
oped by Park, M.G. [9] is used to apply the prop-
osed control method. The schematic diagram of
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Fig. 1. Schematic Diagram of PWR Plant.

PWR plant is shown in Fig. 1. The process dynamics
based on physical laws result in the following differ-
ential equations:

_ 6
%’% = —"—I—LP 2N 27
=1
p = po +aTy+acTag + bu, (28)
dCi _ B .
% - 7 P-)C:, i=1-6 (29)
dry . _UA _ I
dt = Mycy (T~ Tag) * My P, (30)
dTa UA m
ey _ _ __m -7,
at * M.cw (Ts- Tovg) M. (Touw =~ Tin),
(31)
dT in 1
gt = 15 Ta- T (32)
dTwn 1
@ —TM—(Touz— T i), (33)
Tou = ZTaup = Tin, (34)
dT's
3 ° ——‘_tlT(T’ - Tw) - DiLT, (35)
Ta = D2Ts - D3Th. (36)

The process is simulated using fifth-order
Runge-Kutta method with adaptive time step sizes to
deal with stiffness inherent in nuclear reactor dynam-
ics. Nonlinearity in the heat transfer between fuel and
coolant is considered from the heat transfer coef-

ficient U of Dittus-Boelter correlation [10]. The tur-

bine load variation is performed by changing steam
flow to the turbine.

The plant dynamics are approximated by the fol-
lowing model in order to apply the proposed control
method :

Alg ' wlk) = g °Blg Hulk)

+ g% Clgwik) + Dlg hwk), (37)

where yfk) is the average coolant temperature, u(k)
the position of the control rods and v(k) reactor pow
er. The measurable disturbance v(k) must be the
steam flow to the turbine but the change of the
steam flow brings that of the reactor power which
has more close relationship to the average coolant
temperature. Therefore, v(k) is considered as the re-
actor power. The noise w(k) is uncorrelated white N
(0, o) noise sequence.

The nuclear reactor is controlled so that the aver-
age coolant temperature may track the programmed
(desired) coolant temperature versus demand load,
while an excessively large effort is not called for. In
order to start the adaptive control algorithm, the fol-
lowing values have to be specified a priori:

orders;nA=3,nB=2,nC=2,nD=1,nR=1

delays;d=1,d' =1

input weighting factor; w =0.01

filtering polynomial; Rlg~?)=1—0.1q™"

initial conditions;

aT(O) ={04 04 0403030302020201},
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4"0)=[00, 0.0, ---, 0.0],

F0) =100000X1,

Ne=05
The delays d =1, d’ =1 denote the inherent unit de-
lay in discrete system representation [11]. The sam-
pling period h is 0.4 sec.

In the computer simulation, the operating con-
dition of the process is an equilbrium point at a de-
mand power 50% and a rod position 100 steps. The
demand power for which the proposed control algor-
ithm is tested is shown in Fig. 2. The demand power
increases continuously from 0 to 1000 sec and ap-
proaches 90% power level at 1000 sec. And the pow-
er remains constant for 200 sec and decreases con-
tinuously from 1200 to 1800 sec. And then, the pow-
er remains constant at 75% power level for 200 sec
and at 2000 sec, the 5% step increase of the de-
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Fig. 2. Variation of Demand Load.
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Fig. 3. Average Coolant Temperature and Setpoint
for Load.

mand power occurs.

The average coolant temperature tracks very well
its setpoint for load as shown in Fig. 3. Its initial
small oscillations are due to the uncertain estimation
of parameters in the initial transients periods. And
also, from Fig. 4 it is shown that the reactor power
tracks the demand load very well. The position of
control rods is shown in Fig. 5 and it follows the pat-
tern similar to the power. The elements Fufk) and
Fz(k) of the adaptation gain matrix are shown in Fig.
6 and they have initial large values and decreases
fast. The estimated controller parameters are shown
in Fig. 7. It is known that the parameters are estim-
ated fast but drift around in order to cope with the
linear modeling of the nonlinear system and new cir-
cumstances when external disturbances are added.
However, it does not degrade the system performan-

ces.
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Fig. 5. Position of Control Rod.
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Fig. 7. Continued

4. Conclusions

An adaptive control system for a PWR plant is des-

igned with the weighted one-step-ahead controller
that a compromise between fast responses and the
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Fig. 7. Continued

amount of control effort expended, is achieved. The
control system is based on a third-order linear model
with unknown, time-varying parameters. The control-
ler parameters are estimated recursively and the
estimated controller parameters are used to calculate
the control input. The updating of the parameter
estimates is achieved by the recursive extended least
square method with a variable forgetting factor. Also,
an integral action is added in order to remove the
steady-state error. From the computer simulation res-
ults of a nonlinear reactor model, it is known that
the proposed controller has a good performances of
reference following and relatively small input varia-
tions for ramp input. However, for step input this
controller leaves something to be desired.
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Nomenclature
Alg™?), Blg™!)
Clg™), Dlq™")
d d

E(q™)

Flk)

Ll

Lig™)
Nik)
q‘l
Riq™?)
ulk)
(k)

wik)
ylk)

wi(k)

afg™), plg™1),

Plant polynomials of output and in-
put, respectively,

Plant polynomials of measurable dis-
turbance and noise, respectively,
Delays related to input and measur-
able disturbance, respectively,
Polynomial,

Collection of all avaiable information
up to time k,

Adaptation gain matrix (covariance
matrix),

Sampling time,

n Xn dimensional identity matrix,
Cost function,

Time step,

Input weighting polynomial,
Nominal memory length,

Backward difference operator,
Polynomial of filter,

Input (rod position),

Measurable disturbance (reactor pow-
er),

Noise,

Output (average coolant tempera-
ture),

Desired output (Programmed aver-
age coolant temperature),

Controller polynomials of output, in-
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riqg™!) put, and measurable
disturbance, respectively,

&lk) Augmented error,

0 Parameter vector,

ilk) Forgetting factor,

@ Noise variance,

dlk) Measurement vector,

w Input weighting factor.

10.

11.
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