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Abstract

An self-tuning predictive control algorithm for steam generator is presented. The control algor-
ithm is derived by suitably modifying the generalized predictive control algorithm. The main feature
of the proposed method relies on considering the measurable disturbance and a simple adaptive
scheme for obtaining the controller gain when the parameters of the plant are unknown. This fea-
ture makes the proposed approach particularly appealing for water level control of steam generator
when measurable disturbance is used. In order to evaluate the performance of the proposed algor-
ithm, computer simulations are done for an PWR steam generator model. Simulation results show
satisfactory performances against load variations and steam flow rate estimation errors. It can be
also observed that the proposed algorithm exhibits better responses than a conventional PI control-

ler.
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1. Introduction

The steam generator, in the PWR plant, is one of
major importance in order to ensure sufficient cool-
ing of reactor and produce steam for turbine. The
water level of the steam generator must not be al-
lowed to rise too high and to fall too low in order to
prevent the generation of excessive moisture carryov-
er and uncover of the U-tubes in the secondary side.
And, large water level variation can affect system pow-
er and hydrodynamic stability. Transient changes in
feedwater flow not only affect plant power output but
may also create a thermal shock problem. In order to
minimize these adverse effects, it is desirable to hold
the water level as close to a predetermined set point
as possible, even during large fluctuations in steam-
ing rate, without large changes in feedwater flow rate.
But the water level control in steam generator is
known to be difficult especially at low power due to
several facts. First, the dynamics of the steam gener-
ator is non-minimum phase which is mainly caused
by the swell and shrink phenomena. Due to thermal
effects, these phenomena are more and more con-
spicuous as the load decreases. Secondly, there are
the considerable measurement errors of the steam
flow rate at low power operation. Therefore, the
steam flow signal can not be used in the controller
directly. Finally, the dynamics of steam generators is
non-linear in nature. The task of modeling such proc-
esses is very difficult and especially so when process
operating conditions change frequently. In these reas-
ons, the conventional Pl controller which has the fix-
ed Pl gains over all power range will not work ef-
ficiently and a manual control is generally used in
low power operation. To solve these problems, a con.
troller should have the stable properties for non-min-
imum phase system and dynamic variation caused by
load change. From this viewpoint, the steam gener-
ator provides a major challenge to predictive controls.

Recently, the predictive control seems to be one of
the most active topics in the field of process control
engineering. As one of the predictive controls which
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are based on I/O models, the GPC(Generalized Pre-
dictive Control) algorithm(Clarke et al, 1987a, b)
which is based on CARIMA(Controlled Auto Re-
gressive Integrated Moving Awverage) models has
been widely used. The CARIMA model approach is
particularly motivated by both parsimony parameter
estimation and offset-free performance considera-
tions. The underlying linear quadratic control objec-
tive provides the ability to deal with those challenging
control problems as non-minimum phase behavior,
unknown and possibly variable time delay and
plant-model mismatch. A deep stability analysis has
been made in an optimal control context by Bitmead
et al.{1990). The standard GPC algorithm, however,
can not be used to tackle the problem of the steam
generator level control since the steam generator
model considered here has measurable feedforward
disturbances. In addition, the steam generator model
has a relatively high degree of polynomials and show-
s non-inear dynamics according to reactor power.
Thus, the modified GPC algorithm is required.

The purpose of this paper is to develop a modi-
fied GPC algorithm, named self-tuning predictive con-
trol with feedforward, and a simple adaptive scheme
for obtaining the controller gain when the parameters
of the plant are unknown. In the development of the
algorithm, the plant model is assumed to be de-
scribed by a linear discrete-time system representing
the sampled version of underlying continuous-time
process but the parameters of the model are chan-
ged by operating conditions. The presence of meas-
urable disturbance, typically the steam flow rate, pri-
mary coolant temperature, and feedwater tempera-
ture, is also considered. The algorithm is then used
for the control of the water level of simulated steam
generator that exhibits a significant “inverse re-
sponse” of the water level, when step changes in the
feedwater and steam flow rate are imposed. This pap-
er is organized as follows. In Section 2, the GPC
with feedforward is derived. Also, described is an ef-
fective adaptive scheme where the controller gain is

obtained recursively from the parameters of the
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one-step ahead predictor which can be estimated eas-
ily using RLS algorithm. In Section 3, simulation res-
ults are shown and compared with those of a con-
ventional Pl controller. The used stream generator
model is the Westinghouse 857 MWt PWR steam
generator(Lee et al., 1992, 93). In doing simulation
study, we use the estimated steam flow rate since the
steam flow rate is not available at the low power op-
eration. Finally, section 4 gives some concluding rem-
arks.

2. Self-Tuning Predictive Control With
Feedforward

Consider the following CARIMA model(Tuffs and
Clarke 1987):

Az = 2~ “B(z™ Yy (8)
+ z_d’az’l)uz(t) + D(z_l)ﬁj‘)- (1)

where y(t), w(t), wft), and &(t) are the output, the
control input, the measurable disturbance, and the
noise, respectively, and d; and d: are time delays and

A D =14az ' + 2272+ -+« + 2,2 "(2)
Bz =by+ bz k- -+ by ™ )
Cz V=c+czl+ - +cpz ™ @
Dz )=dytdz™ +drTt+ - -+ duz (5)
4=1-2"" (6)

Many industrial process can be described by this
model. The noise model is capable of representing
both  Brownian
-atrandom-time type disturbances(Clarke et al,
1987).

motion and  random-step

ux(t) <0

lT‘HC(z")/A(z-')J l D(z'VAA(Z") I

+ +
w(t) 2B VA" — —O o

Fig. 1. Assumed Plant Model

2.1. The Control Law

In order to derive a j-step ahead predictor based
on (1), consider the diophantine equation :

1= H(z DA(z™)a + ZTF (27 (7)
where H, and F; are polynomials uniquely defined
from A(z™!) and the prediction interval j(Clarke et al.,

1987). From (1) and (7), the j-step ahead predictor
can be shown to be represented as follows :

Ht+i:) = Gz")du(t+i—d)
+ Gz du(t—1) + M{(z™ ) du(t+i—dy)
+ Mz D duy(t—1) + Fiz7 (1)
+ L{z"e(t+7) ®)
where
G,-(z’l)Aul(t+j-d1) : depending on future control ac-
fions yet to be determined
Gjp(z'l)Au](t—l) : depending on past known control
actions
Mj(z_l)Aug(t+j—d2) : depending on future feedfor-
ward signals
M;”(z DAu(t-1): depending on past measured feed
forward signals
F,-(z'l)y(t) : depending on measured plant output at
time t
Li(z Hi(t+))
In (8), the gain polynomials G; G?, M; M/, F, and

: depending on future noise signals.

L, are calculated recursively from given plant paramet-
ers(A(z™Y), B(z™Y), C(z'!), and D(z')) and diophantin-
e equation{see Sec. 2.2).

Consider the GPC cost function of the form :

N,
J(Ny, Ng, NU) = ig e (t+i:d

+A§§ S X(t+5—d,), (9)

where the future predicted tracking error is defined

as
e(t+j1)=r(t+ ) = 3(t+718), (10)
respectively, with the future reference signal,
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r(t+j), known in advance. And Nz, Ni, NU are re-
ferred to as the costing, the initial costing, and con-
trol horizons, respectively, and is the control weight-
ing. In order to calculate the control input, we can
derive a vector form of the predictor running j from
1 up to the maximum costing horizon{N;). Then the
predictor can be written in the vector form :

Y=GU, + f (11)
where G is a gain matrix consisting of the coefficients
of G, (z™!) and

T=[35t+1) s(t+2) - - ¥+ N7 12)
T, =[du(§) duy(t+1) - - Juy(t+No— 117 (13)
L=[At+1) At+2) - - A+ N (14)

If we assume the future noise and the future feed-
forward disturbance are zero, the expectation of the
cost function (9) can be written as

Ji=E(X1, Np)}
=E{(Y-7)(Y-7)+i0, T, } (15)
where 7 are given by

T=0At+1) H(t+2) - - H{t+N]? (16)

The optimal control law which minimizes the cost
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and G*, M, M, and F matrices are obtained from the
coefficients of the polynomials G? (z*), M7 (z7!), M/
(z™"), and F, (z'). In (17), it is different from GPC
(Clarke et al., 1987a, b) since the feedforward signal
terms in the control law is considered. It can offer
better rejection of the measurable disturbance than
through feedback alone. The current control input is
obtained from (17) as follows

() = duy() + w(t—1) (19)

where 4u;(t) is the first element of U,.

We now present an adaptive scheme for the sys-
tem (1) and control law (17).

2.2. The Adaptive Scheme

For obtaining an adaptive version of (17), the gain
matrices should be calculated at each sampling time.
In this section, we describe an effectively calculating
method of gain matrices using the one-step ahead
predictor. From the plant model and diophantine
equation, it can be easily seen that the gain matrices
in (17) have the following recursive form :

function is given by fo ?1 . ?m
57 Tr_ -1 T 20 2 2na
U =(G"G-AD'G"(r— 1) (17) F= |- 0 .0 (20)
where f. f. . f.
f=GU,+ WU+ MU, + FX, (18) NO SN
(1—aphy (a,—az)hy oy
futA—a)h Sfot+(a,—a)h © auh
= - - - e
Fo-n+0=adhy,—y fy-12t(a1—adhy-1 - auwhp-
hoby 0 0 0
hoby + By hobo 0 0
G = . . ¢ (22)
hosz_l + b + th_lbo hobN2_2+ [ th_zbo - hobo
hob, hob, * hybm,
hoby+ hyby hoby+ hiby hb,,
G = y : (23)

hOsz+ +th_1b1 hOsz+l+ +th-1b2 ¢

h Nz-lbm,
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hocy
hoCl + hICO
M= :
hOCNz-l +-+h N,—1Cp
hyey hocs
hOCZ+ hIC] h0C3+th'l
M = . .

hUCNZ+"' +hN2_101 hDCNz+l + - +th—lc2 .

and h[):l, hlzfm. hngzo, h3=f307 *

It can be seen that these matrices have an inter-
esting structure, that is, the parameters of the j-step
ahead predictor, i.e. j-th row of these matrices, can
be obtained from the one-step ahead predictor which
appear in the first row of these matrices. Using this
property, we can derive an adaptive algorithm which

consists of GPC and an estimating algorithm for iden-

tifying the parameters of the one-step ahead predic-
tor. The proposed adaptive algorithm consists of the
following steps :

Step 1. Using the RLS algorithm, estimate the par-
ameters of the one-step ahead predictor,

Step 2. Calculate G, G,, M, M; and F matrices,

Step 3. Make the control input and feed it to the

system.

The adaptive structure for steam generator is show-
n in Fig. 7. The stability of proposed scheme can be
proved from the convergence property of the RLS
algorithm(Goodwin et al., 1984) and the RHTC stab-
ility properties(Kwon et al., 1989).

3. Simulation Studies
3.1. Modeling of the Steam Generator
The dynamics of steam generators is time-varying
and non-linear in nature. The task of modeling such

processes is very difficult and especially so when pro-
cess operating conditions change frequently. Based

(24)
hocm
th,‘c
(25)
h Ne—1Cne

© k= n-10

on the step response of the steam generator water
level for step changes of the feedwater flow rate and
steam flow rate, Irving et al{1979) obtained an
4th-order transfer function that was expressed in ter-
ms of the water level, the feedwater flow rate, and
the steam flow rate. This model assumes the efféct of
reverse dynamics due to the feedwater flow rate chan-
ge to be the same as that due to the steam flow rate
change. In actual situations, however, they are quite
different. Also, It does not consider the dynamics
due to the feedwater temperature. Actually, the water
level may present an increase in the reverse dynam-
ics effect when the feedwater temperature decreases.
In these reasons, we adopts a simplified linear
four-input single-output model which is made employ-
ing the thermal hydraulic model of a 857MWt Westin-
ghouse Ftype steam generator{lLee et al, 1992,
1993). The transfer function of this model is given as

follows :
SWKs)
OL() = [Gi(9 Go(9 Go(9) G | SFSN 1a)
»
STAs)
where
_ kA kzwil
GI(S) h s * 32 N 2:110,,13 + w%.l (27)
_ Ak 0.054,
Gols) = s T 5+ 0.05 (28)
_ ky(as — by)s Cak; —ds
Ga(S) - (S + (IB)(S+ bﬁ) + s+ Cy € (29)
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kgl
s+ 2w + wl (30)
é =current value-steady state value at an operation
point (i.e., SL(t) =L(t)-L{t) | ssacy stte veive)

G4(s) =

(31)
and 8L, 6W;, 6W,, 8T, and 8Tt denote the water lev-
el[%), the feedwater flow rate[kg/sec], the steam flow
ratelkg/sec), the primary coolant temperature[’K]
and the feedwater temperatures[’K], respectively. In

(26), the steam flow rate, the primary coolant temper-

atrue, and the feedwater temperature can be con-
sidered as feedforward terms which affect the water
level directly. The values of the parameters in {27)~
(30)- depend on the reactor power and are given as

follows :

h=11x10""* (32)

b, = —0.012097¢ """ — 0,001 (33)

ty = 196.37 7™ + 30 (34)

& = 0.1985 &% (35)
= _QVIA.LSEL (36)

“n tW1-8

ky = 0.019%6e™ "% + 0,007 (37)

ko= 1.17x107°p° — 6x1074p?

+0.01p + 0.0223, »<25
0.0801 — 0.0004(» — 25). P>25 (38)
ks = —2x1077 p+ 1.1x107%°
+2.7%107% +0.0041, »<50
2.58%10 4 (p —50) + 0.0201. »> 50 (39)
ay = 0.0195p + 0.0846 . p<10

0.01075 + 0.1725 10 ¢
0.0082p + 0.21 15<p<2 (40
0.01%52 + 0.124 20 < p

by = % (41)
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¢ = 0.001p, p<5

0.399p—1.99, 5<p=<10 (42)

2.0, 10<p
dy = 2 (43)
ks = 4.43x107% 0% (44)
ty = 195¢7"% + 22 (@5)
:4 — 0.535 e—ﬂ.lﬁb < 15

0.172 > 15 (46)

Sl e )

where the p dentotes the reactor power(%).

3.2. Controller Design

In order to design the adaptive GPC with feedfor-
ward, the steam generator model in (27)~(30) is dis-
cretized to the following CARIMA model :

A(z™)8L(D) = 2~ “Blz"")sW(1)
+ 27502 )WL D + 2~ P D(z )T D)
+2BzNer) + £ @)

where W is the control input, and éW, 6T and 6T,
are measurable feedforward signals, and &(t) is an
uncorrelated random sequence.

The j-step ahead predictor is given by
SL(t+ 1) = G;48W t+j—d)) + Gl d8WLt—1)

+ M;48W(t+i—d,) + Mi48W(t—1)
+ P,A8TAt+j—dy) + PI48TLt—1)
+ Q48T (t+j—d;) + Q 48T, (1—1)

+ FOL(t) + L;§ (¢+7), (49)
where the future noise and future feedforward signal
terms may be assumed zero. From (49), we can de-
rive a vector form of the predictor. Next, using the
GPC cost function (9), the optimal control law is

obtained as follows :
W,=(G"G~ 2D7'G"(r— 1) (50)
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where 7 is the set point vector, 4 is the control weig-
hting, and

[=C W+ MW+ MW+ PT,
+ PT+ @ T,+ QT, + FL, (51)

where W, T, and T, are all known vectors which are
composed of feedforward signals at time t. And the
gain matrices(ie., G, G°, M, M°, P, P*, Q, Q® and F)
are calculated from parameters of one-step ahead
predictor which are estimated from RLS algorithm.
Finally, the current control §Wit) is obtained as

SWAD = 43WLH + sW(t—-1) (52)

3.3. Simulation and Results

It is well known that the conventional Pl controller
cannot work efficiently in low power operation due
to swell and shrink effects. In this reason, the simu-
lation studies have been done using both the prop-
osed scheme and a conventional Pl controller for
Westinghouse 857MWi steam generator from 5% to
20% power operation conditions. In this work, the
set point of the water level is set to 50% that is the
half of the steam generator narrow range level and
the steady state values at an operating conditions are

shown in Table 1.

Table 1. The Steady State Values an on Operating Con-

ditions
Power Wi=W,; To T
(%) (Kg/sec} (°K) (°K)
1 5.0 16.66 563.3 3182
2 100 33.30 568.1 3182
3 150 52.51 569.8 348.6
4 20.0 76.65 5715 3993

90 T y
—— Ws (kg/sec) "__I
—— Power (%) I ]
/
60 /
/
!
J
{
30 /
l t
_____ _= —_. — e — ‘l ’
“0 5000 10000 1500C
Times(sec)

Fig. 2. The Power Operation and the Steam Pertur-
bation

The power is taken to increase rampwise from 5%
to 20% in 15,000sec. To observe the responses of
water level caused by load disturbance, we assume
that the steam flow rate is increased by 10% step
changes of the steady state steam flow rate at a fixed
power level(5% and 20% power). To prevent excess-
ive increasing or decreasing of feedwater flow rate at
a transients, the output of controller should be re-
stricted. Thus, the feedwater valve gain is determined
by using the steady state actual data of CNS(Com-
pact Nuclear Simulator) which has been installed at
KAERI(Korea Atomic Energy Research Institute} and
is shown in table 2. The CNS is engineering simu-
lator which uses as reference plants Kori 3&4 in Kor-
ea. The modeled plant is a three loop Westinghouse
PWR.

Table 2. The Feedwater Valve Gains at an Operating

Conditions
Power(%) 5 10 20
Valve gain 333 66.592 153.292
(Kg/sec)

At the low power operation, the measured steam
flow rate is known to be unreliable. At the steady stat
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e condition, however, the steam flow rate can be cal-
culated from the following formula :

W= 52— (53)

where Q, hy, hw and W, denote the primary power
level including RCP heat(BTU/hr), steam enthalpy
(BTU/Ibm), feedwater enthalpy(BTU/lbm) and steam
flow rate({lbm/hr), respectively. If the post trip steam
pressurelie, no load pressure) is designed to be
1170psia and the expected feedwater temperature is
approximately 100deg-F, the above formula reduces
to.

W, = 8647130 x P (lbm/hy), (54)

where the P is fraction of full power.

In this reason, we assume that the steam flow rate
is the estimated value at steady state conditions(T-
able 1), but it has an estimating errors. In doing the
simulation, the assumed estimating errors are as fol-
lowing three cases :

—Case 1: a random work error noise with sine wave
at a time interval (Fig. 3),

—Case 2:a random work error noise at whole ran-
ge (Fig. 4),

—Case 3:a sine wawe error noise at whole range
(Fig. 5).

STEAM FLOW

FLOW, kyfaec

" "
[ 5000 10000 15000

TIME, SECONDS
Fig. 3. Random Work Error Noise with Sine Wave at a
Time Interval(Case 1)
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STEAM FLOW

FLOW, kg/sec

I n
o 5000 10000 15000
TIME, SECONDS

Fig. 4. Random Work Error Noise at Whole Range(Cas-
e2)

STEAM FLOW

FLOW, kg/sec

5000 10000 15000
TIME, SECONDS

Fig. 5. Sine Wave Error Noise at Whole Range(Case 3)

The Fig. 6 and Fig. 7 show the structure of a PI
controller and the proposed controller used in the
simulation. The parameters of the PI controller were
tuned by modified Ziegler-Nichols (Zhuang,1993 and
Astrom, 1985) such as K1=34927, Til =200.011,
Td1 =50.0029, K2=0.7, and Ti2=200. From the
closed-loop responses shown in Fig. 8, 9, and Fig.
10, it can be observed that the performances of the
Pl controller are satisfactory but quite sluggish.

In the case of proposed scheme, the design values
Ni, Nz, NU and were set to be 1, 20, 1 and 0.2. re-
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spectively. In general, the output prediction horizon
should be longer than the length of the plant “in-
verse response”. This is a fundamental rule of thumb
for achieving good control performances(Clarke,
1989). Thus, the Nz was carefully selected, since the
steam generator model is non-minimum phase sys-
tem. For identifying the parameters of the one-step
ahead predictor, we used the RLS algorithm with a
fixed forgetting factor of 0.95, and the initial value
for the parameter estimation was selected the model
parameters of reactor power 20%. The closed-loop
responses according to the simulation scenario are

Level +

set point

(50%) _‘
fiter#1

3 1
H(H_ﬁs—”d]s)

Level __]

Ws Kal+ ! Valve | _

flleré2 ] gain T2 /[ Gain

Wi

Fig. 6. The Structure of a Conventional PI Controller

S/G LEVEL(Setpoint ; 50%%)

%5 L

SL) : %
z

sl

40 I "

] 5000 10000 15000
TINME, SECONDS
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shown in Fig. 11, 12 and Fig. 13. It can be observed
that the proposed control scheme exhibits much bet-
ter performances than the conventional Pl controller
when there exist steam flow rate perturbations and
power variations.

4. Conclusions

In this paper, an self-tuning predictive control al-
gorithm for PWR steam generator level control is
presented. The control algorithm is derived by suit-
ably modifying the GPC proposed by Clarke et al.

Ws Tf Tp

L®

Controller

1) T e WI  [Valve S/G
el gain Model

Adaptation
tor one-step

Ws, Tt, and Tp — ahead

/

Calculation for
fand G

/

Fig. 7. The Structure of Adaptive GPC with Feedforwar-

predictor

d for S/G Level Control
FEEDWATER FLOWRATE
120 v v
100
50
g
en 60
-4
3
n
0
-20 4 i
0 5000 10000 15000

TIME, SECONDS

Fig. 8. Water Level Response and Feedwater Flow Rate of the PI Controller (Case 1)
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$/G LEVEL(Setpoint : 50%) _ FEEDWATER FLOWRATE
0 r . ) T v
%
8 | Y
= i \ | | ' | ~
g 5% I ' 1 | I w ) !
\ \ Ik
i
L s 20
0 5000 10000 15000 0 500 10000
TIME, SECONDS TIME, SECONDS
Fig. 9. Water Level Response and Feedwater Flow Rate of the PI Controller (Case 2)
S/G LEVEL(Setpoint : 50%) FEEDWATER FLOWRATE
] . v 2 T T
100
Ll | 8
X 9
X 2
~ . E )
; 5 WAFMV'A/—L——r—"_ Py
= w0
z
»
s |
9 4 2 20
) 5000 10000 15000 5000 10000
TIME. SECONDS TIME, SECONDS
Fig. 10. Water Level Response and Feedwater Flow Rate of the PI Controller (Case 3)
S/G LEVEL(Setpoint : 50%) FEEDWATER FLOWRATE
@ v 120 . .
) 100 |
56
“ 80 L
8
‘-’:} 521 k 6 |
: 7
J 40 L
0|
“
of
al ]
L] =20

10000 15000

TIME. SECONDS

10000 15000

TIME, SECONDS

Fig. 11. Water Level Response and Feedwater Flow Rate of the Proposed Controller (Case 1)
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$/G LEVEL(Sctpomt : 50%) FEEDWATER FLOWRATE
6 120 . .
@ * 1
80
o 55 ! 9
S | 0l ; 1
: ‘||“t" 1l 2 |
% © !l i “|l |IL ' ”l || III [ !. it N 1R N
UTHE R —
s ‘ | ] F 73 il W | i
20 |
o T o[l ‘ ‘ ; |
s 20 n a
o 5000 10000 15000 ] 5000 10000 15000
TIME, SECONDS TIME, SECONDS
Fig. 12. Water Level Response and Feedwater Flow Rate of the Proposed Controller (Case 2)
S/G LEVEL(Setpoint : 50%s) FEEDWATER FLOWRATE
S8 \ 90 T T
»
s b 1
70
‘03 505 b 4 § o
rg i
g % hArAAAA AAAAR DA A i Py
Y &
os | {&*
30
9|
20 E
485 = 10 - -
0 5000 10000 15000 0 5000 10000 15000

TIME, SECONDS

Fig. 13. Water Lewel Response and Feedwater

(1987). The main feature of the proposed method
relies on considering the measurable disturbance. In
order to evaluate the performance of the proposed
algorithm, computer simulations have been done us-
ing both the proposed control scheme and a conven-
tional PI controller for Westinghouse 857 MWt steam
generator level control in the reactor power range
from 5% to 20%. Simulation results show satisfactory
performances against load variations and the steam
estimation errors. It can be also observed that the
proposed algorithm exhibits better responses than a
conventional PI controller.

TIME, SECONDS

Flow Rate of the Proposed Controller (Case 3)
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