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New Pitch Detectors Using Morphological Filters
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ABSTRACT

In this paper, two new morphological pitch detectors, one in time-domain and the other in frequency-domain, are
presented, The roles of structuring element in morphological filters are experimentally examined. As a result, it is
shown that the new pitch detectors using suitable structuring elements are quite simple, computationally very ef-

ficient, and robust than the conventional pitch detectors,
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1. INTRODUCTION

A pitch detector is an essential component in a
variety of speech signal processing systems, such as
speech encoding, speaker identification, speech rec-
ognition and speech synthesis [1]. Because of the im-
portance of pitch detection, a wide variety of algor-
ithms on pitch detection of speech signal have been
proposed, which include the center clipping autocor-
relation method (AUTOC) [2], the cepstral method
(CEP) {3], the simplified inverse filtering method
(SIFT) [4], the data reduction method (DARD) [5],
the parallel processing in time-domain method (PPROC)
(6], the spectral flattening linear predictive coding
{LPC) method [7], the average magnitude difference
function method (AMDF) [8], and so on. Some com-
ments on these methods have been given in [1, 8).
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Morphological signal processing is a new research
area which is receiving increasing aitention, Math-
ematical morphology which is based on the set-the-
ory provides an approach to the development of non-
linear signal processing operators that incorporate
shape information of a signal [10]. The shape of a
signal is determined by the values that the signal
takes on, and the shape information can be extracted
by choosing a suitable structure element to operate
on the signal, Morphological filters have successfully
been used in image processing and known for robust
performance in preserving the shape of signél while
suppressing noise [11]. 1t can also be used to process
one-dimensional signal well, an efficient approach to
QRS complex detection has been proposed by em-
ploying morphological filtering (12].

In this paper, mathematical morphology is used for
speech signal analysis. [t is computationally very ef-
ficient because it uses only morphological operations
which are implemented as min/max comparisons, Two
new pitch detectors are presented, and the pitches
and the spectrum envelopes of speech signals are ob-
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tained, Experimental results show that they are very
efficient and robust,

II. THEORY AND METHOD

2.1 Morphological Filters

Mathematical morphology was introduced by Ma-
theron and Serra, which is set-theoretical method-
ology for signal processing. It can rigorously quantify
many aspects of geometrical structure of signal, The
signal transformations of mathematical morphology,
which is called morphological filters, are nonlinear
operators that locally modify the geometrical features
of signal. Here, we are only concerned with the mor-
phological filters with line structuring elements, be-
cause they preserve the shapes of signal, allow fast
implementation and are robust. Moreover, the line
structuring elements are chosen to be symmetric on
the origin. If s(n) denotes a one-dimensional signal,
where neD={0, 1, 2, ..., N}, and B is 2 line struct-
uring element of size M, then morphological erosion,
e{ }, and morphological dilation, §( ), are given by

Erosion e(s(n))=mini{s{n+m), meB and n+meD!}
(1)
Dilation d(s{n)}=max{s(n—m), meB and n—m€D}
(2)

Morphologicat dilation and erosion are two basic mor-
phological operators, Based on them, the opening, ¥
(), and the closing, &( ), are defined as

Opening  ¥(s(n)) =8(e{s(n})) (3}
Closing &(s(n)) =¢{é(s(n))) {4)

Further, the open_close, ¢f }, and the close_open,
pl ), are defined as

Qpen_close

Close_open

p(s(n)) =g(r(s{n))} (5)
g(s(n}) =7r(&(s(n))) (6)

The opening (resp. closing) is an important mor-
phological filter which simplifies signal by removing
the peak (resp, valley) components which do not fit
within the structuring element. If the simplification
has to deal with both peak and valley components, the
open_close and the close-open operators can be used,

2.2 Pitch Detector in Time-Domain Using Morphologi-
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cal Filter

The conventional AUTOC method using the center
clipping autocorrelation can not eliminate sufficiently
the formant componenis in transition region because
a fixed threshold in each frame is used to reduce
formant components, To overcome the problem of
fixed threshold and to obtain adaptive threshold, we
propose a new pitch detector using a morphological
filtering technique in time-domain as shown in Fig, 1.
In the figure, morphologicalily filtered speech signal,
f(n) and g(n), play the role of the adaptive thres-
holds able to clip the formant components in tran-
sition regions. And the unvoiced/voiced decision out-
puts a switch sign, u/v, to control the states of clip-
per, according to f{n) and g{n). If it is a voice signal
v, s(n) will be positively and negatively clipped by
the adaptive thresholds. Autocorrelation of clif:»ped
signal is fast calculated and the pitch period of s{n)
is obtained exactly. If s{n) is unvoiced signal or
silent and it is not necessary to detect pitch. To ex-
tract the adaptive positive and negative thresholds
of s{n), we use open-close and close-open filters as

follows
f(n) = p(s{n}) (7)
g(n) =p(s(n}) (8)

Fig. 2 shows examples of voice signal filtered by
morphological filters. In the figure, (a) is s{n}, (b) is
center clipped s{n) by the adaptive thresholds of (¢)
and (e), {c) is the adaptive negative thresholds ob-
tained by ¢(s(n)), (d} is clipped s{n) by the adapt-
ive negative thresholds in (¢}, {(e) is the adaptive
positive thresholds obtained by ¢{s(n)), and (f} is
clipped s{n) by the adaptive positive thresholds in
(e).

A comparison between the new clipping and the
conventional center clipping is shown as Fig. 3, (a) is
s{n), (b) is clipped s{n) with the conventional center
clipping, (c) is clipped s{n) with the new clipping
{(M=291), (d) is clipped s{n) with the new clipping
{M =21), and (e) is clipped s{n) with the new clip-
ping {M =201). It is obvious that the new clipping is
better than the conventional center clipping. There-
fore, the new pitch detector is better than the con-
ventional pitch detector using the center clipping
autocorrelation, Howevert, it is important how to de-
termine a suitable structuring element of morphologi-
cal filter in the new clipping in order to get robust
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Fig 1. Pitch detector in time-domain based on morphologicat filters
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Fig 2. Filtered voice signal waveforms by morphological fil-
ters

(a) s(n),

(b)center clipped s(n) by the adaptive thresholds of (¢)

and (e),

(c) the adaptive negative thresholds obtained by ¢{(s(n)),

{d)clipped s(n) by the adaptive negative thresholds in (c),

{e) the adaptive positive thresholds obtained by g{s(n)},

{£) clipped s(n) by the adaptive positive thresholds in (e).

peak information. In Fig. 3(d), M is teo small to eli-
minate well formant information in transition regions.
On the contrast, M is too large in Fig. 3(e), M can
be selected about 1.5 times pitch period of speech
signal.

2.3 Pitch Detector in Frequency-Domain Using Mor-
phological Filter

Fig. 4 shows a new pitch detector in frequency-do-

main using morphological filter, Speech signal s(n} is
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Fig 3. Comparison of clipped waveforms

{a) original speech signal s(n),

(b) conventional center clipped waveform,

(c) morphologically clipped waveform with M =91,
{d) morphologically clipped waveform with M =21

(e) morphologically clipped waveform with M =201

inputted and pre-processed with a window such as
Hanning window, and its Fourier magnitude spec-
trum is computed and used {o determine which s(n)
is silent, unvoiced or voiced. If the output of the
silent/unvoiced/voiced (sfu/v} is s, it implies. that s
{(n) is silent and it is not necessary to detect speech
features, If the sfu/v is u, it implies that s{n) is un-
voiced signal and has only formant information :if
the sfufv is v, it implies that s(n) is voiced signal
with formant information and pitch to be extracted.
Then, the log magnitude spectrum of s{n), x(k), Is
computed and filtered morphologically to find an esti-
mate of log magnitude spectral envelope f(k) as
noted in Eq. (9). Since g(k) in Eq. (10) is the resi-
due of filtered log magnitude spectral, g{k} can be
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Fig 4. Pitch detector in frequency-domain using morphological filters
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Fig 5. Morphological filterings in frequency-domain for pit-
ch detection
(a)s(n),

() ¥(x(k)),
(e} elx(k)),
(g) fik),

(i) LPC spectrum of g{k).

used to estimate the pitches of s(n), and the peak of
its LPC spectrum corresponds to the pitch period if
the parameter of LPC are reasonably selected.

fk) =05 x {¥{x{k)) +&x(k)) (9)
g(k) = x(k) ~f(k) (10)

Fig. 5 Hllustrate pitch detecting technique using mor-
phological filters in frequency-domain, (a) is s{n).
{b) is the log magnitude spectrum x(k), (c) is ¥(x
(k}), (d) is x(k)—¥(x(k)}, (&) is &(x(k}), (f) x(k)
—&(x({k}), (g) envelope of x(k), f(k), (h) residue g
(k}, and (i) is LPC spectrum of g(k), where the lo-

{b} log magnitude spectrum x(k),
(d) x(k)—¥(x(k}),

() x(k) —¢&{x(k)),

(h) g(kj,

cation of the peak is the pitch period of s(n), It is
similarly important how to determine a structuring
element for a good estimate of spectrum envelope.

IIl. EXPERIMENTS AND ANALYSES

Some results of the new pitch detector in time-do-
main have already been shown in the Fig, 2 and Fig.
3. Fig. 6 shows pitch contours for a long segment of -
speech signal with the new pitch detector in time-do-
main and the conventional AUTOC method. 1t is evi-
dent that the new pitch detector in time-domain is
better than the conventional method.
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{b} pitch contours of the AUTOC method

Fig 6. Pitch contours of speech signal extracted by the new
pitch detector in time-domain and the AUTOC method
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Fig. 7 shows an analysis of detecting features of
speech signal in frequency-domain. (a) is s(n), (b) is
the log magnitude spectrum x{k), {c) is envelope of
x{k) with M =5, f(k), (d) is envelope of x(k) with
M=145 £'(k), (e) is residue g(k), g(k)=x(k)—f
(k), (f) is residue g (k), g'(k) =x(k)—1(k), (g) is
the LPC spectrum of g{k) with P=8, (h) is the
LPC spectrum of g'(k) with P=8, (i) is the LPC
spectrum of g(k)} with P=12, and (j} is the LPC
spectrum of g (k) with P =12, where P is the order
of LPC.

In Fig. 7{c), the size of structuring element, M, is
too large to extract the spectrum envelope perfectly,
and some spectrum envelope information is still re-
mained in g{k). Similarly, the order of LPC, P, is so
large that the LPC spectrum of g(k) gets bad in Fig.
7(i). For this example of Fig. 7, the size M can be
determined to be 5 or 7, while the order of LPC, P, is
chosen to be from 6 to 8.

IV. CONCLUSIONS

The morphological filters are used to simplify speech
signal and its spectral data, Two new pitch detectors

M et sty Y

Fig 7. Analysis of new pitch detection in frequency-domain

(a) s{n),

(b)log magnitude spectrum x{k},

{c) f{k) with M=5, {d)f'(k) with M =45,
(e} residue g(k) = x{k)—f(k),

{f) residue g (k) = x(k) —£'(k),

(g) LPC spectrum of g(k) with P =38,

{h) LPC spectrum of g (k) with P=38,

{i) LPC spectrum of g(k) with P=12,

(i) LPC spectrum of g {k) with P=12,
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are realized, which are intuitive, computationally ef-
ficient, and apt to paralle]l implementation. Some ex-
periments are carried out to compare the perform-
ance of the new methods with the conventional ones,
and to analyze the effect of structuring elements in
the new methods. Experimental results show that
the new pitch detectors using suitable parameters
are more powerful and robust than the conventional
methods,
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