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The Prediction Performance of the CART
Using Bank and Insurance Company Data

Jeong Sun Park'

ABSTRACT

In this study, the performance of the CART(Classification and Regression Tree) is compared with that of the
discriminant analysxs method. In most experiments using bank data, discriminant analysis shows better perform-
ance in terms of the total cost. In contrast, most experiments using insurance data show that the CART is better
than discriminant analysis in terms of the total cost. The contradictory results are analyzed by using the
characteristics of the data sets. The performances of both the Classification and Regression Tree and
discriminant analysis depend on the parameters : failure prior probability, data used, type I error cost, type II

error cost, and validation method.

1. Introduction

In order to identify banks/insurance companies at
risk of failure!, there have been numerous studies on
bank/msurance company bankruptcy predictions. Most
studies [1, 6] advocate the use of statistical methods

called discriminant analysis. Typically, discriminant

analysis methods assume that all variables are normally
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1. The bankruptcy of banks and insurance companies is
made in America,

distributed. In the case of linear classifier, it also
requires identical covariance matrices. In reality, how-
ever, these assumptions are rarely satisfied.

In view of these limitations, the Classification and
Regression Tree [2, 4] has been introduced as an
alternative method for bankruptcy prediction. The
Classification and Regression Tree (CART) requires
no distributional assumptions and no functional
forms. Thus, it is argued as a more robust method
than general statistical methods. In addition, the
CART takes into account economic concepts of prior
probabilities and misclassification costs Hke discriminant



analysis. To use the class proportions in the sample as
the prior probabililiecs may generate biased results.
The cost of classifying as viable a bank/insurance
company which subsequently fails should be much
higher than the cost of classifying as failing a bank/
insurance company which is actually viable. Thus, the
concepts of priors and misclassification costs are
imporlant in the prediction of bank/insurance company
bankruptcy.

Almost classifier systems show their performances
differently depending on the data used in expeniments
{3, 9]. This paper explores comparing the Classifi-
cation and Regression Tree with discriminant analysis
for bank/insurance company failure prediction and
analyzes the results of lhem in various experiments.
The rest of this paper is organized as follows:In sec-
tion 2, the CART is reviewed. The data sample, and
the results of the classification are presented in sec-
tion 3. Seclion 4 discusses the characteristics of the
data and section 5 concludes the paper.

2. The CART

The CART classifier procedure requires four elements
to create a tree:a set of questions involving a predi-
cate of the form {Is x{ A?} where x is a variable and
A is a given threshold value, a goodness of split cri-
terion that can be evaluated for any split condition at
a node, slopping rules o terminate splitting, and a
rule to assign a class to a terminal node.

The procedure employs a recursive splitting strat-
egy that repeatly splits a node inlo 2 disjoint nodes
(children). Observations contained in the original
node are divided into 2 groups with each stored in
one child. When a node decides to split, a set of
questions is made by using the threshold values of
each variable at the node. Each question is evaluated
by the split criterion which yields an evaluation value.
If all values obtained from evaluating the questions
are less than some given minimum value for splitting,

then the node stops splitting. Otherwise, the question
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form that yields the maximal evaluation value is selec-
ted as the splitling predicate and two new children
nodes are created. Also, if all observations at a node
belong to the same class, the node stops splitting.
Such a node becomes a terminal or leaf node of the
tree. The class assignment rule is then applied Lo
determine the class lag of the node.

If the observations are exact and free of error, the
largest tree which contains the most information will
have the best classilicatory accuracy. In reality,
observations are recorded with error, important
variables may be missed, and the chosen variables
may be inappropriate for prediction. It is therefore
necessary to prune a trce so constructed {o make it
more robust as reported in [8] and to improve the
generality of the classifier. The minimal cost-com-

plexity pruning method is directed towards this end.
The minimal cost-complexity pruning method considers
both misclassification costs and penalizes for additional
complexity of the tree. In selecting a pruning node,
the method finds a node with the weakest links to its
branches. The pruning continues to the point where
only one node remains. The pruning process creates a

sequence of trees with decreasing order of tree size.
3. Experiments and Results

3.1 Experimental Design

We have constructed two prediction models, one-year
ahead prediction (one-year period) and two-year
ahead prediction (two-year period). The methods for
comparing the trees with DA(discriminant analysis)s
are the independent test sample, and the cross-vali-
dation methods. The independent test sample method
uses a separate lest sample which is different from the
training sample. This method is useful when the avail-
able data sample is large. The parameters chosen for
our experiments are: There are two prior probabilities
of failure, 0.01 and 0.02. For each probability, type I
misclassification cost takes on one value from {1, 5,
15, 25, 50, 60, 75, and 100], while type II cost remains
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at 1. These sixteen tests are carried out using the
one-year dala, and are repeated with the two-year
data. In cach experiment that uses the one-year bank
(insurance company) data, 59 (56) failed and 39 (56)
non-failed banks (insurance companies) are used for
training, with 22 (35) failed and 22 (36) non-failed for
testing. In the case of the two-year datz, 59 (56) failed
and 59 (56) non-failed banks (insurance companies)
are used for training, and 20 (36) failed and 20 (36)
non-failed banks (insurance companies) are used for
testing.

The second method, the cross-validation method,
divides the entire sample inlo ten subsets randomly.
Selecting ten as the V value is generally accepted [2].
Nine of these subsets are used for training and the
remaining one for validation. Thus, there are ten
training samples and fen test samples comespondingly.
Experiments using the cross-validation method have
the same parameter setups as those using the test
sample method. The cross-validation method, however,
requires ten times as many experiments as the test
sample method. In each experiment using the one-year
data, 146 (166) failed or non-failed data are used for
training, and 16 (18) banks (insurance companies) are
used for testing. In the case of two-year data, 142
(166) failed or non-failed bank (insurance companies)
data are used for training in each experiment, and 16
{18) banks (insurance companies) are used for testing,

In both methods, the expected misclassification cost
is used as the performance measure. Type I and type
II error rates are caleulated first and the rates are
weighted by their priors and costs. Namely, expected
misclassification cost=type 1 error rate=prior prob-
ability of class 1 = type I error cost + type II error rate
= prior probability of class 0 = type U error cost.

3.2 Empirical Results

2. Insurance, utilities, and banking are required to report
their financial status in more detail than other industries.
3. To test the task characteristics, SAS package is used.

To validate trees using the test sample and the
cross-validation methods, 32 and 320 experimentations
are performed respectively using two bank (insarance
company) failure prior probabilities, 0.01 and 0.02,
type I error costs (e, 1, 5, 15, 25, 50, 60, 75, and
100), in two prediction periods, the one-year period
and two-year period. The type I, type II error rates,
and the total cost for the cross-validation method are
the averages of 10 independent tests. The same test
procedures are used for discriminant analysis validations.

As type 1 cost increases, the type I error rate using
cither classification method generally decreases. The
type I error rate using the CART method decreases
more drastically than that of discriminant analysis
method. In contrast, as type I error cost increases, the
type II error rate using the CART and discriminant
analysi:s method generally increases. The type I error
rate using the CART method increases more speedily
than when using discriminant analysis method. The
total cost (the sum of two expected misclassification
costs) for both methods increases, as type I cost
increases. The total cost using the binary tree method
is generally higher than that by discriminant analysis
method in bank data (58 cases out of 64) and is gen-
erally lower in insurance data (52 cases out of 64).
The results show that the performance of a model
may change depending on the characteristics of data.
These results will be analyzed by the characteristics of
data sets,

4. Task Characteristics

4.1 Task Characteristics of Insurance

When we consider task characteristics, we assume
that sample data reflect the characteristics of the task.
Insurance is one of the industries? controlled strictly
by federal or state agencies [5]. As the task chara-
cteristics®, we use dependence among the independent
variables, linearity between the independent variables
and the dependent variable, covariance equality of
two classes, and normality of the independent variables.



To lest the dependence, correlation coefficients are
used and P values show the significance of the
coefficients. To test the linearity, linear regression is
used and the F value shows the significance. Covariance
equality and normality are tested by using an option
of discriminant analysis and the Kolomogorov test

respectively. The results are summarized in Table 1.

(Table 1) Characteristics of Insurance Data Sets

characleristics  |training  |test training  |test
(one-year) | (one-year) |(two-year) |(two-year)
dependence 4% 17% 44% 19%
linearity yes no yes yes
normality 0% 0% 0% 0%
equal covariance ne - no -

From the above results, we can see that dependence
is low and linearity is high. Two assumptions of DA
(normality and equal covariance) are violated, resulting
the data have characteristics of non-normality and
non-equal covariance. These characteristics may

explain the weak performance of DA.

4.2 Relative Task Characteristics

To see the performance of a model changes
depending on a task, we introduce bank industry. We
extract the task characteristics from these bank data
sets. Finally, we compare the characteristics of
insurance with those of banking. We show that the
performance of a model changes depending on the
change of data characteristics. For example, DA
shows a better performance in a domain which fits
the assumptions of DA.

We use the same statistical methods. Table 2
summarizes these results.

From the above results, we can see that the depen-
dence is medium and linearity is very high. In the
insurance domain, the dependence is high. The nor-
mality assumption of DA is violated more strongly in
insurance than in banking. This implies that DA may
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{Table 2) Characteristics of Bank Data Sets

characteristics | training | test training  |test
(one-year) |{one-year) | (two-year) (two-year)
ﬁpendence 58% 50% 53% 46%
linearity yes yes yes yes
normality 11% 42% 5% 26%
equal covariance no - no - _J

perform better in the banking domain.

5. Conclusions

In most experiments using bank data, discriminant
analysis method shows betler performance in terms of
the type I error rate and the total cost. Only six
experiments out of sixty four show less total cost of
the binary tree than discriminant analysis. In contrast,
most experiments using insurance data show that the
CART method performs better than discriminant
analysis. Only 12 cases out of 64 show less total cost
of discriminant analysis than the binary tree.

The performances of both the CART and discriminant
analysis depend on the parameters : failure prior prob-
ability, data used, type I error cost, type II error cost,
and validation method. In this study, discriminant
analysis is generally better than the CART in the
classification of bank defaults; the CART is generally
better than discriminant analysis in the classification
of insurance company defaults.

Default predictions of insurance companies show
contradictory results to those of banks, confirming
the previous results [4] that the CART shows better
performances than discriminant analysis. This situation
can be explained that the performance of a classifier
depends on the characteristics of the data. If the data
are dispersed appropriately for the classifier, the
classifier will show a good performance. Otherwise, it
may show a poor performance.

The two data sets (bank and insurance) are

analyzed using four characteristics :dependence among
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the independent varables, linearity between the
independent variables and the dependent variable,
covariance equality of two classes, and normality of
the independent variables. The results show that
insurance data have more independence, more
non-linearity, and less normality ccmpared with bank
data. These results imply that the CART performs
better and discriminant analysis worse in insurance
data. As explained before, the CART method builds a
tree recursively and terminal nodes show classes. The
terminal nodes are independent and they have
non-linear relationships each other. Thus, the CART
may show betler results in data with more indepen-
dence and more non-linearity. One of the iwo
assumptions of discriminant analysis is normality.
Discriminant analysis may perform worse in data
with less normality. Therefore, the characteristics of
the two data sets explain-the better performance of
the CART in insurance and the worse performance in
bank;the better performance of discriminant analysis
in bank and the worse performance in insurance.
These results indicate that the performance of a
classifier should be considered from the view of data
characteristics. Namely, the performance of a classifier
changes depending on test situalions such as data

characteristics.
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