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On Confidence Interval for the Probability of Success
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Abstract

The simplest approximate confidence interval for the probability of success is the
one based on the normal approximation to the binomial distribution. It is widely used
in the introductory teaching, and various guidelines for its use with "large” sample
have appeared in the literature. This paper suggests a guideline when to use it as an
approximation to the exact confidence interval, and comparisons with existing
guidelines are provided.

1. Introduction

The simplest approximate formula for a 100(1—a)% confidence interval for the binomial
parameter p , based on X successes in 7 trials is

I: f+ A-N)

n

where f = %/n and c is the upper /2 quantile of the standard normal distribution.

Despite its several deficiencies (see, for example, Blyth and Still (1983)), I, is widely used
in introductory teaching for "large” sample size 7 . Regarding this "largeness”, Samuels and
Lu (1992) suggested a useful guideline based on a discrepancy measure between [y and the
exact confidence interval by Clopper and Pearson.

The Clopper-Pearson confidence interval for p is the equal-tail interval determined by its

lower and upper endpoints /, and 2, where /;(0) = 0, #;(n) = 1 and otherwise
o (Mg = &
W = p: 3z (7)Ya-» g
— .. S M\ = &
w@® = p: B (})P1-9 :

The Clopper-Pearson interval will be denoted by I, and it is "exact” in the sense that
inf Pr{pel;} = 1—a. (LD

The aim of this paper is to report a guideline based on a new discrepancy measure which
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is a modified version of Samuels and Lu (1992). Section 2 describes the discrepancy measure
along with its properties. Section 3 contains the resulting guidelines, and provide a comparison
with existing guidelines and an illustration for an application to control chart.

2. A Discrepancy Measure

To assess the accuracy of the approximate interval [, Samuels and Lu (1992) used the
differences between the corresponding endpoints of Iyand ;. To be precise their relative

discrepancy measure is

yoa(ep = o(x)—ill((s)l_wzlz:gia)d——ul(x)l , 1)

where [ and 2, denote the lower and upper endpoints of I, respectively.
It should, however, be pointed out that the approximate interval I; becomes "exact” in the

sense of (1.1) when £, < f,;and % = % . In other words, I, meets the basic

requirement of the nominal level in such a case. A relative discrepancy measure reflecting
such an idea would be

(2 g(x)— £ () "+ (g () —241(2)) *
wy(x)— 1 1(x) '
where @* is aif @ = 0, and 0 otherwise.
It is not difficult to see that the relative discrepancy measure #(x,/) also enjoys the
following properties of 7 g in Samuels and Lu (1992):

rolx, ) = 2.2)

() (x,0+) is decreasing in x,
(i) Hx, /) < Ax,04) for 0 <f <0.5,
(i) Az, H ~ M)

Vr uniformly in f as x — o

2.3)

where 7{(x,0+) denotes the limiting value of #(x,/) as n — oo for fixed x, and
Mp = (1-+L2A+1)7F + (P+2—A2E2+1) T
6cV1—f

Figures 1 and 2 show #(x,/) and rg(x,f) , respectively, as a function of x for
a = (.05 and for selected values of f < 0.5. Here, and in the sequel, we consider only the
case of f < 0.5 due to the symmetry of the problem. It can be observed from Figures 1 and
2 that the new relative discrepancy measure #{x,/) in (2.2) leads to the suggestion for the

use of the approximate confidence interval [ is more often for smaller sample sizes.

Because of (iii) in (2.3), the function M() in (24) can be used to find the most
"appropriate” sample size # = x/f, i. e, that for which the use of I is most appropriate.

(24)
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Figure 1 : Relative discrepancy #(x,/
between [, and I, for a = (.05

Figure 3 shows M(H as a function of ffor @ = 0.01, 0.05 and 0.10. In particular, for
a = 0.05 the minimum of M is attained near f = 0.33. Thus, for large x the most
appropriate sample size for the use of I is approximately x/0.33 .
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Figure 2 : Relative discrepancy 7 g(x,/
between I, and I, for @ = 0.05
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Figure 3 : M vs f plot

3. A Guideline for Using I,

As Samuels and Lu (1992) pointed out, the properties (i) and (i) in (2.3) lead us to
construct an integer valued function x;(/) such that
nx, ) <6 if x> x50 3.1

where & is a specified tolerance for relative discrepancy. The relation (3.1) provides us a
guideline for using the approximate confidence interval I :

"Use Iy only if x = x4 "

Following the construction in Samuels and Lu (1988), we have computed the values of
xs(f) , for selected values of f, 0 < f< 0.5, and for & = 0.05, 0.10, 0.15 when
a = (.05 . These values are given in Table 1 which can be extended to the cases when
f > 0.5, by symmetry.

As an example of use of Table 1, the suggested guideline when @ = (.05 and
d = 0.15 says us to use I;if there are at least 12 observations in each category, and not
to use I if there are fewer than 5 observations in either category, and to refer to the values
in Table 1 in intermediate cases.
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Table 1. Values of x;(/) , the minimum x

required for using I; when a = 0.05

f Tolerance of & f Tolerance of &
15 10 05 15 .10 05

0+ 12 26 102 .26 5 9 44
.01 12 26 100 27 5 9 42
02 11 25 97 28 5 8 40
03 11 24 9% .29 5 7 37
04 11 24 93 .30 5 6 35
05 10 23 90 31 5 5 33
.06 10 22 88 32 5 5 31
07 10 22 86 33 5 5 29
.08 9 21 84 .34 5 5 27
.09 9 20 81 35 5 5 25
.10 9 20 73 36 5 5 22
A1 8 19 7 37 5 5 20
12 8 18 75 .38 5 5 18
13 8 18 72 .39 5 5 16
14 7 17 70 40 5 5 13
15 7 16 63 41 5 5 10
16 7 16 66 42 5 5 5
17 6 15 63 43 5 5 5
18 6 14 61 44 5 5 5
19 6 14 59 45 5 5 5
.20 5 13 57 46 5 5 5
21 5 13 55 A7 5 5 5
22 5 12 52 A48 5 5 5
23 5 11 50 49 5 5 5
.24 5 11 48 50 5 5 5
.25 5 10 46

Samuels and Lu (1992) compared their guideline with other guidelines in the literature, and
they found out that other guidelines except Cochran’s (1977, p. 58) do not give reasonable
control of their relative discrepancy.

Their comparison is reproduced in Table 2 with the addition of our guideline. Description of
guidelines A, B, C, D, E can be found in Samuels and Lu (1992). It can be observed from
Table 2 that the guideline C is close to our’s with tolerance ¢ = (.15 and the guidelines by

Samuel and Lu (1992) and by Cochran (E) are conservative in the sense of the relative
discrepancy in (2.2).
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Table 2. Required minimum x to use I by various guidelines when a = 0.05

Our's Samuels and Lu’s Guidelines in

f |Tolerance of & Tolerance of & the literature
.15 .10 05 15 .10 05 A B C D E
0+ 12 26 102 25 56 221 5 4 9 5 80
1 9 30 79 18 40 157 5 4 8 6 60
2 5 13 57 12 25 100 5 3 7 6 40
3 5 6 35 6 14 51 5 3 6 7 24
4 5 5 13 5 5 16 5 2 5 8 20
5 5 5 5 5 5 13 5 2 4 10 15

Finally a remark on the application of the guideline (3.1) to quality control is to be added.
The upper (UCL) and lower (LCL) control limits in p chart are set up by use of Iy with

¢ = 3 standard deviation rule. This corresponds to @ = 0.0027 , and we have computed

the values of the minimum x required to use I, in this case. These values are given in

Table 3, which can be used in implementing ? chart in practice.

Table 3. Required minimum x to use I, with c=3 in p control chart

y; Tolerance of ¢

15 10 05
<.01 19 40 156
.01 18 39 153
05 15 34 134
10 12 28 113
15 9 22 93
20 6 16 73
25 5 10 53
.30 5 5 34
.35 5 5 5
40 5 9] 5
45 5 5 5
50 5 5 5
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