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The Distributions of Variance Components
in Two Stage Regression Model
Dong Joon Parkl

Abstract A regression model with nested erroe structure is considered. The regressi-
on model includes two error terms that are independent and normally distributed
with zero means and constant variances. This error structure of the model gives cor-
related response variables. The distributions of variance components in the regress-
ion model with nested error structure are dervied by using theorems for quadratic
forms.
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1. Introduction

For many years regression model has been one of the most heavily-used
techniques in statistics. It has been applied in many different areas including social
sciences, physical and biological sciences, business and technology, and human-
ities. It has been used to describe the relationship between the response and
predictor variables.

Exact representation of regression model are not possible because of random
errors associated with factors not included in the model. In classical regression
model, these errors are assumed to be uncorrelated and normally distributed with
zero mean and constant variance. This article considers the multiple regression
model where the responses are correlated. In particluar, we consider two stage
regrssion model, i.e., the multiple regression model with one-fold nested error
structure. This model could be regarded as a multi-factor covariance model with
multiple concomitant variables. This model is appropriate to the data collected
using two stage cluster designs. This model includes two error terms. One is
assiciated with the first-stage sampling unit and the other with the second-stage
sampling unit. These two error terms are independent and normally distributed
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with zero means and constant variances. However, this error structure gives
correlated response variables.

This article derives the distributions of variance components associated with the
first and second stage sampling unit. Park and Burdick(1993) proposed the
confidence intervals on the variance components in simple regression model with
one-fold nested error structure. Aitken and Longford(1986) showed ignoring the
nesting structure is not appropriate to estimate regression coefficients. Tsubaki et
al.(1995) proposed the methods to estimate regression coefficients.

2. Two stage regression model

The two stage regression model is written as
Zj :ﬁo +/31Xk 1+"‘+ﬁp1Xk Wl +5‘
+71 yl+"'+yP2Xyp2+8 (21)
ki =Lm; - k=1,
i:1,"',ll; j:l’...’lz

where Y, is the jth observation in the ith cell(group), B, 1s an intercept term,
B,,:-+,B, are unknown parameters associated with primary units, X, s X, kupl
are fixed predictor variables in the primary unit, Yi»"""»Y,, are unknown
parameters associated with secondary units, X, j1o° s X,y are fixed predictor
variables in the secondary unit, §, is a random error term in the primary unit, E; 1S
a random error term in the secondary unit, ) and g, are jointly mdependent
normal random variables with zero means and varlances 0-2 and 0-2 respectively.
The index [, is the number of different combinations(cells) of levels among X 's,
1e., [ =n Xn,x:--xn, and J, is the number of repetitions within an ith cell. We
consider the balanced case where [,'s are same for all i's. Since s, y's, X, 's, and
X, 's are fixed, and §, and g, are random model (2.1) is a mixed model.

The model (2.1) is written m matrix notation,

Y=ZX B+ X,y+Z5+¢ (2.2.1)
=ZU+X,y+€ 222
=Xa+é (2.2.3)

where
U=Xp+8, X=(ZX, X,), a=(2), and £=Z5+¢,

where Y is an /|, X1 vector of observations, Z is an /,/, x /, design matrix with 0's
and 1's, i.e., z-a, 1, where | , 1s an I, x1 column vector of 1's and @ is the direct
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sum operator, X, is an /, X (p, +1) matrix of known values with a column of 1's in
the first column and P, columns of X, 's from the second column to the p;th
column, Bisa (p, +1) x1 vector of parameters associated with X; 's, X, is an
11, x p, matrix of known values with P; columns of X,'s, from the first column
to the P,th column, ¥ is a p, x1 vector of parameters assocxated with X 's, ) 18
an /, x1 vector of random error terms, and € is an [/, x1 vector of random error
terms. In particular,

(1, 10---0 X X lip, éu
¥, 10---0 X Xz 12p, €12
Y1,2 10---0 Xllzl XIIZZ 1,p, £,
¥ 01.-.0 Xon Xy - Xle2 En
Y, 01.--0 Xpw Xpyp - X22p2 Ex
Z = , 2= s X2 = » €= : ’
Y2,2 01.--0 X2121 X2122 X212P2 6‘212
Y, 00---1 X X Xip, €
Y, 00-.-1 X Xz 12p, €12
\Yh I, 00---1 X11121 X1,122 hhp, i,
Xy X, - X, By 8! )
1 X X. - X 0,
Xl = 2 522 i B é: '8;1 » Z = }/:2 » é = :2 :
1 anl Xn,Z o an[pl ﬁPl }/pz é‘ll
From (2.2.3), the variance-covariance matrix of ¥ is
Var(Y) = 0,2Z' +o%l, ., (2.3)

since §~ N(0,05/,) and = N(0,0,/,, ) where [, is an /,x/, identity matrix.
From the assumptmns in (2.1) and equation (2.3),

Y~N(Xa, 022"+ a.l,,). (2.4)



90 Dong Joon Park

The regression sums of squares of model (2.1) are now investigated. The
reductions in sums of squares of the model are attributable to fitting the primary
and secondary fixed variables and are expressed into the quadratic forms. Let
G,,G, and G, be generalized inverses of xx. x" x*, and X.X,, respectively,
where X" =(X, X;), X; =4 X,, X, =WX,, and w=1,-zz'/l,. Define g =xG.x,

H=XGx" and g = X,G.X,. Now consider the quadratic forms
R=Y(1,-H)Y, R =Y (I, - H)£Y,and R =yW'(l, - H)WY.

The quadratic form R is obtained by regressing the response variable on the
primary and secondary fixed variables in (2.2.3). The quadratic form R, 18
determined by computing the regression of ¥ Y. onx, and X, where Y=3"* ¥/,
and X, 2" X, /1. The quadratic form R, is calculated by the regress1on of Y

=1 " ijk

on the secondary fixed variables, X,

3. The distributional properties of variance components

Theorem 3.1 Under the distributional assumptions in (2.1), the matrix
R/(0;ZZ'+01,,) i1s chi-squared distributed with Ll,—p,—p,—1 degrees of
freedom.

Proof. Consider quadratic form R, = Y'(1,, —H,)Y. Multiplying (I, —H)/
(0;2Z'+0ud,,) by (2.3) gives 1, —H,: Note ‘that (I, - H) 1s idempotent with
r(I,, H) -p,—p,—L Tn addltlon (Xay (1,, - H ) Xax)=0. It follows
by theorem 2(Searle 1971,p.57) that R /(0}zZ’+0.1,) is chi-squared distrbuted
with /[, — p, — p, —1 degrees of freedom.

Theorem 3.2 Under the distributional assumptions in (2.1), the quadratic form
R, /(0% +0> /1) is a chi-squared random variable with /, — p, — p, —1 degrees of
freedom.

Proof. Consider quadratic form R, /(o}+02/1,). Multiplying £(1, - H)%
/(o—g +02 /1) by (2.3) gives

f(ll, —Hz) A
(05+0,/h)

since Z’Z/ L=1. In addition, £(/,-H,)Z" is idempotent. Since
H,X,=X,,H,X,=X,,and H,7'X, =7'X,,

(022" + 0,1, )_—( -H)Z’

(Xge)'%(f,l - H)Z(X) =0

2

and r(£(I, - H,)¥)=1 - p,— p, -1 degrees of freedom.
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Theorem 3.3 Under the distributional assumptions in (2.1), the quadratic form
R,/ o is a chi-squared random variable with //, -], — p, degrees of freedom.
Proof. Consider quadratic form R, /o?. Since W and H, are symmetric and
idempotent, and WHy=H;W=H, the matrix W-H, is idempotent with r(W-H,)=
L5, -1, —p,. Notethat

W(I’llzdz il (o—gzz'+oi1,l,2)—(WGZH)(OJZZ’MJIH)
=W-H,

since Wz=H,7=0,, ,, where 0,, ,, is an /;[, x ], matrix of zeros. Note that
X'W(L,, ~ H)WX = X'WX - X'H,X
(xzwzx, Xz'Wwx,) (X,ZHZX, X ZHX,
X,WZx, X, WX, X,HZ7ZX, X,HX,

= 0(P1+1)><(P1+1) 0([’1‘”)’(?2 _ O(p1+1)X(P1+1) 0({1|+1)><Pz
0 XWX, 0 X,H. X,

P2X{(p+1) Prx(pyth)

=04, 4oy 21
since WZ=HZ=0,, ,,, Z’W:Z’H3 =0,,, and H.X, = X,. Furthermore,
r(W'([” -HYW)=Ll,-1-p,. Hence, by theorem 2(Searle 1971, p.57),
,/oo1sa ch1 squared random variable with [/, — I, — p, degrees of freedom.

Theorem 3.4 Under the distributional assumptions in (2.1), the quadratic forms
R, /(03 +0. /1) and R, / &> are independent.
Proof. Note that

—( Ly ) ] (O-JZZ,+O- 5L W', H3)W:01112x1112
2
by using that Z'p’ =0, , L Hence, by theorem 4(Searle 1971, p.59), the two
quadratic forms R, /(o‘f; +0° /1) and R,/ o¢ are independent.

4. Conclusions

This article presents the distributions of variance components in two stage
regression model. The distributions of variance components are found by using
the quadratic forms. Three quadratic forms are based on the regression sums of
squares computed by response variable on different combinations of fixed
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predictor variables. The distributions of variance components in the model can be
used to find confidence intervals on variance components for future research.
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