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INTEGRAL OPERATORS THAT PRESERVE THE
SUBORDINATION

TEODOR BULBOACA

ABSTRACT. Let H(U) be the space of all analytic functions in the
unit disk U and let K C H(U). For the operator Ag ., : K — H(U)
defined by

z 1/8
a0t = |2 [ o0 a
and 3,7 € C , we determined conditions on g(z), 3 and ~y such that
z [I—(—z—)]ﬁ <z {2(}—)}6 implies z [——Aﬁ"y(f)‘@] ’ <z [————Aﬂ”(g)(z)}ﬁ
z z z z

and we presented some particular cases of our main result.

1. Introduction

Let H(U) be the space of all analytic functions in the unit disk U =
{2€C:|z| <1} and let f,g € H(U). We say that f is subordinate tog,
written f(z) < g(2), if g is univalent in U, f(0) = g(0) and f(U) C g(U).

In (7] the authors determined conditions under which

f(z) <g(z)  implies  A(f)(2) < A(g)(2)

z 1/8
where A: K — H(U), K € H(U) and A(f)(z) = L%/ P! dt] , B,y € C.
0

Note that some particular cases of this result were previously obtained
in [2], [3] and [9].
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For h € A, AC H(U), considering the integral operator Ay, : K —
H(U), K C H(U) defined by
1/13

An(f)(z) = [ﬂ / OISOV Or N e

in [1] the author gives sufficient conditions on h(2) and g(z) such that

zh'(z) 13 zh (z) /8 ] .
[h(zﬂ f<z)<[h(z)] 9(2) implies A (f)(2) < Au(9)(2).

Let the integral operator Ag, : K — H(U), K ¢ H(U) defined by

e z 1/8
0 a6 = [Z2 [ Porwa] L saec

In the present paper we determine conditions on g(z), 3 andvy so that
the next implication holds :

[ p] L [peta st

and in addition some particular cases obtained for different choices of
3,7 and g(z) will be given.

2. Preliminaries

In order to prove our main results, we will need the next definitions
and lemmas presented in this section.

T L9P, » o
Let c € C with Re ¢ > 0 and let N = N(c) = lelv1+2Rec +Im <

Re ¢
If %k isthe univalent function k(z) = %&7 then we define the “open
— 2z

door” function R, by

(2) Ro(z) =k ( Z:f’ ) zel.

Note that R. is univalent in U, R:(0) = ¢ and R.(U) = k(U) is the
complex plane slit along the half-lines Re w = 0, I'm w > N and Re w =
0, Imw < —N.
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Integral operators that preserve the subordination

Let A be the set of functions f(z) = z + as2z® + .- that are
analytic in the unit disk U and we denote by D = {¢ ¢ H Uy :
$(z) # 0forz € U, ¢(0) = 1}.

LEMMA 2.1. [6] Let ¢, ® € D andlet o,3,v,6 ¢ C with
B#0,a+6=p3+v and Re(a+0d)>0.If f€ A satisfies

210 | ()

+ + 0 < Ry 5(2),
ENe o)
where R. is defined by (2) and if the function F is defined by
(3) F=As ,(f)

then

Fe A F—i’zl £ 0, 2 € U and Re {ﬂzFl(z) 22(z)

F(z) ®(2)

+v| >0, zeU.

(All powers in (1) are principal ones.)

A function L(z;t), z € U, t > 0 is called to be a subordination (or a
Loewner ) chainif L(-;t) is analytic and univalent in U for all ¢ >0
» L{z;-) is continuously differentiable on [0, +00) forall ze€ U and
L(z;s) < L(z;t)when0 < s <t

LEMMA 2.2. [8, p. 159] The function L(z;t) = a;(t)z + --- with
ai(t) #0 forallt >0 and t}jinoo|a1(t)[ = +00 Is a subordination chain

if and only if

zaL/az
OL/ot

A function f € A is called to be a convez (and univalent) function

J>O,z€U,t2().

H
in U if Re [l + 3}%—(&—;)} >0, z€ U and we represent the class of

such functions by K . We denote by K(7), v <1 the class of convex
functions if order v | i.e.

N
K(v):{fEA:Re [1+%((Z?}} >y, z€ U
LEMMA 2.3. [5] Let F beanalyticin U andlet G be analytic
and univalent in U with F(0) = G(0). If F is not subordinate to
G, the there exist points zy € U, ¢y € OU an m > 1 for which
F(lz| <20]) € G(U), F(z0) = G(20) and z0F"'(z5) = mG'(Co).
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LEMMA 2.4. Suppose that the function v : C?* x U — C satisfies
the condition Re ¢(is,t;z) <0 forall se€e R, t < —bg—ﬁ and all
2zeU. If pe HU) withp(0) =1 then

Re ¥(p(z), 2p'(2);2) > 0, z € U implies Re p(z) > 0, z € U.

More general forms of this lemma may be found in [5].

LEMMA 25. [5] Let 3,ve€ C with 8 +# 0 andlet h € HU)

with h(0) = c. If Re [Bh(2)+~] > 0, z € U then the solution of the
differential equation

2¢'(2)
————— = h(z)
ORI
with q(0) = ¢ isregular in U and satisfies Re [0g(z)+ ] >0, z € U.

q(z) +

Finally we denote by Fj3., the class of functions f € A that satisfy
z2f'(z
f(z)

+ Yy = Rﬁ+7(2).

3. Main Results

First we will determine the subset, X C H(U) such that the integral

operator given by (1) will be well defined, considering a more general
form of this operator.

LEMMA 3.1. Let 8,y € C with f#0,Re(3+~) >0 and let
he A with h(z2)h'(2)/2#0,z€U. If f€ A and

zf'(z) zh'(2) zh'(2)
O TE I TE N
then
Fea 3 L0 L cvand Re [ﬁzmz) LA o e
z F(z) z
where
Fo) = () = | 2250 [ o ome a|
=1t = [ [ renen a

630



Integral operators that preserve the subordination

Proof. In order to prove the above result we will use Lemma 2.1 for o =
B, ®(z) = [h(2)/2]” and ¢(2) = [h(z)/2]""'h'(2). From the assumptions
we have ®,¢ € D, Az, = I, and a simple calculus shows that the
conditions of Lemma 2.1 are satisfied , hence we obtain our result. O

REMARK. Taking h(z) = 2z in Lemma 3.1 and using the fact that
Iy, = Ag,, for the case h(z) =2z we have the next implication :
Let 3,7 € Cwith 3 #0, Re (8+7) > 0. Then f € Fs., implies F €

A,ﬂzﬁ 75 0, z € U and Re [5%)T’y] >0, z € U where F(z) —
Ap(f)(2).

THEOREM 1. Let B,y € C with 3#0, 0<fB+v<1. Letfge
Fs~ and for 3 # 1 suppose in addition that f(z)/z # 0, g(z)/z #
0, zeU.

If Re [1 + j’z(ﬂ >1—(8+7), where ¢(z) = z [_? ’ then
z [ﬂf_)r <z [g(i)y implies z [Mr < [A.B,v(g)(z)r

Proof. Denoting F' = Ap,(f), G = Agy(g), ¥(z) = 2[f(2)/2]°, é(2)

= zlg(2)/2)", U(z) = 2[F(2)/2)°, ®(2) = 2[G(2)/2]°, we need to prove
that Y(z) < ¢(z) implies ¥(z) < ®(z). Then ¢, € A and by
the above remark we have F(z)/z # 0 and G(2)/z # 0 hence
U, &€ H(U) and moreover ¥, & c A.

Differentiating the equality G(z) = Ag,(g)(2) we have

(@) &) |55 4] 1= = 1o

B
Since ®(z) = z [%EZ:I , by differentiating this relation we obtain

zG’(z) 2P/ (=)
+ +v -1+ —
aw (]
and replacing this in (4) we deduce that
(5) #(z) = < ) (z) + 3 Jlr 7z('I>'(z).
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Letting L(z;t) = (1 - B%’;) o( li};z@"(z) , then L(z;0) =

¢(0).
If L(zt)=a;(t)z+--- then
_ OL(0;t) , t
= < ) TO=1r 5
hence zh+m lai(t)| = +ooand since Re (3 + ) > 0 we obtain ai(t) #

0forallt > 0.

In order to prove that L(z;¢) is a subordination chain we will use
Lemma 2.2.
A simple computation shows that

(6)  Re [ g%gj] Re [[Hv + ZZS)J +tRe [1 + fflﬁ;(zﬂ

and we need to show that

(7) Re [1 + Z;)'ZS)} >0,zeU
and
(8) Re [ﬁ+7+’z§(g)] >0, zel.

H
Letting ¢(z) =1+ —g,& and by differentiating (5) we have

1 1
@l(Z) = (1 — ﬁT) @l(Z) + E—— (‘bl(Z:‘ + Z‘b”(Z)),
then by computing the logarithmical derivative of the above equality we
deduce

2q/(2) _70"(z) _
(9) Q(z)+q(z)+6’+7—l =1+ 502) = h(z).
Taking in Lemma 2.5 8=1,y=++v—1 since h{0) =1=c¢ then
the condition Re [Bh(z)+7] > 0 is equivalent to the assumption of the
Theorem. It follows from Lemma 2.5 that the differential equation (9) has
a solution ¢ € H(U) withq(0) = 1 and this solution verify Re q(z) >
1-pB+v, z € U. From p+v <1 we have Reg(z) > 1-3-v>0,2€U
hence inequality (7) is proved.
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Using (7) and the fact that ® € A, then & is univalentin U and
from the above inequality we have

[

then relations (6) and (7) are proved and by using Lemma 2.2 we conclude
that L(z;t) is a subordination chain.

Now, by using Lemma 2.3 we will show that ¥(z) < &(z). Without
loss of generality we can assume that &(z) is regular and univalent in
U.Ifnot, let v.(z) = ¥(rz), ¢.(2) = ¢(rz), U,(2) = ¥(rz) and &,(z) =
®(rz), where0 < r < 1. Then &, is regular and univalent in U and
we need to prove that

+,8+’y} =Req(z)+08+y—1>0,2z¢€U,

Yr(2) < &,(2) implies ¥, (2) < &,(2), forall 0 <7 < 1

and by letting r — 1~ we obtain ¥(z) < &(2).

Suppose that ¥(z) £ ®(z). Then by Lemma 2.3 there exist z, €
(/Y, to Z 0 and(o € 9U such that \I/(Zo) - @’(C()) ZO\I,I(ZO) - (1 +
t0)Co®’(Co). We deduce that

1+t
B+

L{Coite) = (1 — B—i;) ®(Co) +

1 1
= 1= —— ) W(z) +
(1 0+ fy) (z0) 0+

and since L(z;t) is asubordination chain and ¢(z) = L(z;0) it follows
that ¥(z29) = L(Co;to) ¢ ¢(U) and this contradicts the assumption of
the Theorem. O

Co®'(Co) =

720‘1’/(20) = ¥(20),

Next we will presents a few particular cases of this Theorem obtained
for appropriate choices of /3, v and g(z).

COROLLARY 3.2. Let fe F\,and g€ K(—v) where —1 < v <0.
Then

1(2) < g(z) implies Ay (f)(2) < Aiy(9)(2).

Proof. In order to use our Theorem for v =0 we need to prove that

zg'(2)
9(z)

g € K(—7) implies Re > —, z e U.
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'
Letting p(2) = 1_-i1~_'y [%2 +’y], since g is univalent then

9(z)/z # 0,z € U, hence p € H(U) and p(0) = 1. Twice differen-
tiating the previous equality and using the fact that ¢ € K (=) we
have

zp'(2) J
10 Re z) + >0,2z€eU.
1o [p( ) (L+)p(z) — v |
Denoting by 9(w;,w,) = (T%];;%-L’Y then

Re ¢(is,t) = Re <Oforallse Randt < ~—;—(1+s2).

P+ )2
From Lemma 2.4 we conclude that (10) implies Re p(z) >0,z €U,

ie.
Re 29(2)
9(2)

zg'(z)
9(2)

>—-y,z€lU so +7Y <Ry, or geFi,.

O

For the case 7 =0, this result was obtained in [3] and later improved
in [7] by the condition ¢ € K(~1/2).
Taking G+~ =1 in our Theorem we have :

COROLLARY 3.3. Let B€C*, let f g€ Fpa-s,and for B #1
suppose in addition that f(z)/z # 0, g(2)/z # O,z € U . If @(z) =

B
z [MJ € K, then

z [I.(z_)r <z {g-(zz—)r implies z [F—}(Z'z—)r <z [G(z)r

z z

where F'= Ag1_5(f), G = Ag1-5(9).
For the case g(z) = z¢** we may easily prove the next Corollary :

COROLLARY 3.4. Let 3,v¢€ C with 3 #0,0<3+y<1, and
let

A€ Cuwith |A| < 2*"3”_2!\/5'(5”)”4.
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Let f € Fs., andfor §# 1 supposeinaddition that iﬁzﬂ #0,2¢U.
Then

B B z
2 {____f(z)] < 2e™M*  implies 2z [__F(z)] < Bty / ot 1B gy
z

z ZB+v=1 0
where F = Ag,(f).

Proof. For g(z) = ze**, A\ € C, wehave g € Fj, if and only ifh(z) =
Az + B+ v < Ra (). But

(11) A3 < B4y +1

is equivalent to |h(z)—(8+7)| < B8+7v+1, z € U, and this last condition
is sufficient for g € Fg,. A simple calculus shows that ¢(z) = 2

¢II z B A 2 .
and 1+ zg%—z—)z =14+ A3z+ TI%E and in order to use our Theorem

we must to determine the largest = |A\3| such that

Re ®(¢) > 1—(B+7), ] <rwhere¢(()=l+(+ﬁ.

Since 7 <1 then |[A3| <1 which implies (11). If ¢ = re'®,8 € [0, 27]

then
1+ rcos8

72+ 2rcosf +1°
It is easy to show that Re ®(re?) > 2 —r — -I—l—r = t(r), 0 € [0, 2]

and
__\/_—2
t(?")z1—(ﬁ+7)ifandon1yifrg2+5+7 2(ﬂ+7) +4
=r. €(0,1)
or |A3| <. -

Re ®(re®?) =2 +rcosf —
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