NONEXISTENCE OF GLOBAL SOLUTIONS OF SOME QUASILINEAR INITIAL BOUNDARY VALUE PROBLEMS

SANG RO PARK

ABSTRACT. In this paper, the nonexistence of the global solutions of semilinear wave equations with damping terms in the boundary conditions is investigated.

1. Introduction

We study the initial value problems

\begin{align}
\Delta^2 u &= f(u), \quad (t,x) \in (0,T) \times \Omega, \\
0 &= \frac{\partial u}{\partial \nu} + \alpha(x) \frac{\partial u}{\partial \nu}, \quad (t,x) \in (0,T) \times \Gamma, \\
0 &= \frac{\partial u}{\partial \nu}, \quad (t,x) \in (0,T) \times \Gamma, \\
0 &= u(0,x) = u_0(x), \quad x \in \Omega
\end{align}

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) with sufficiently smooth boundary \( \Gamma \). \( T > 0 \) is an arbitrary real number, \( \nu \) is the outward normal and \( \alpha(x) \) is a smooth nonnegative function given on the boundary of the domain \( \Omega \). The nonexistence of the global solutions of quasilinear parabolic equations with no damping terms in the boundary conditions is investigated by H. A. Levine [4], O. A. Ladyzhenskaya and V. K. Kalantarov [3], J. L. Lions [8], R. T. Glassey and recently by H. A. Levine and J. Serrin [7]. In this paper we look at a new type of problem in which we have a semilinear wave equation with a damping term in the boundary condition.
[see 9,10] rather than in the equation as was considered in [2] in concrete cases and in [5] in an abstract setting.

Natures of the solutions to these equations have been investigated by several means. However the methods used for the investigation of the initial boundary value problems with no damping terms in the boundary conditions are quite insufficient to deal with the problems with the damping terms in the boundary conditions. The tool used in this work is a Lemma due to H.A. Levine [7]. From now on we will call it the Concavity Lemma. The most crucial point in the application of this tool is to find a functional that represents the dissipation on the boundary and satisfies the conditions of the Concavity Lemma.

The plan of the paper is as follows. The end of this section we will write down the Concavity Lemma and will prove it. In the next section we will prove the nonexistence of global solutions for (1.1),(1.2) and (1.4) for negative initial energy. In final section we will prove the nonexistence of global solutions for (1.1),(1.3) and (1.4) for negative initial energy if the structure conditions are satisfied.

**Lemma 1.** If a function

\[ F \in C^2, \quad F \geq 0 \]

satisfies the inequality

\[ F''(t)F(t) - (1 + \gamma)[F'(t)]^2 \geq 0 \]

for some real number \( \gamma > 0 \), as long as it is defined then if \( F(0) > 0, F'(0) > 0 \) then for the real number

\[ t_2 = \frac{F(0)}{\gamma F'(0)} \]

there exists a positive real number \( t_1 < t_2 \) such that as \( t \to t_1 \)

\[ F(t) \to +\infty \]

The proof of this lemma is quite easy. One observe that from (1.5) we have \( (F^{-\gamma})'' \leq 0 \) as long as \( F > 0 \). Since the differential inequality tells us that \( F \) is convex and \( F'(0) > 0 \), \( F \) must be increasing and hence cannot change sign. The rest of the lemma follows from the observations that \( F^{-\gamma} \) must be below its tangent line at \( (0, F^{-\gamma}(0)) \) and that the slope of this line is negative. Therefore the line and hence \( F^{-\gamma} \) must cross the
$t$ axis. The line does so in time $t_2$ while the function $F^{-\gamma}$ does so in a possibly earlier time $t_1$. That is

$$[F(t)]^\gamma \geq \frac{[F(0)]^{1+\gamma}}{F(0) - \gamma F''(0)t}, \quad 0 < t < t_2.$$

2. The first problem

Let us assume that the initial-boundary value problem (1.1), (1.2) and (1.4) has a local classical solution.

Let $f(u)$ with the primitive

$$F(u) = \int_0^u f(\xi) d\xi$$

satisfy the inequality

$$f(u) \cdot u \geq 2(1 + \gamma)F(u)$$

for some real number $\gamma > 0$, and for all $u \in R^1$. Let

$$E(t) = \frac{1}{2} \int_\Omega (\Delta u)^2 dx - \int_\Omega F(u) dx$$

for function $u(t, x)$. Then we can prove the following theorem about the nonexistence of global solutions of the initial-boundary value problem (1.1), (1.2) and (1.4).

Theorem 1. Let $u_0$ be a smooth function such that $E(0) < 0$. Then there exists no global solution of the initial-boundary value problem (1.1), (1.2) and (1.4).

Proof. We suppose that there exists a global solution $u(t, x)$ of (1.1), (1.2) and (1.4). To prove the theorem, it suffices to show that the functional

$$F(t) = \int_0^t \int_\Gamma \alpha(x)(\frac{\partial u}{\partial \nu})^2 dxd\eta + (T_0 - t) \int_\Gamma \alpha(x)(\frac{\partial u_0}{\partial \nu})^2 dx + \beta(t + t_0)^2$$

satisfies the hypothesis of the Concavity Lemma. Here

$$0 < \beta \leq \frac{-2(\gamma + 1)}{2\gamma + 1} E(0), \quad t_0 > \frac{\int_\Gamma \alpha(x)(\frac{\partial u_0}{\partial \nu})^2 dx}{2\gamma \beta}$$

and

$$T_0 \geq \frac{\beta t_0^2}{2\gamma \beta t_0 - \int_\Gamma \alpha(x)(\frac{\partial u_0}{\partial \nu})^2 dx}.$$
are real constants. If we prove that the functional \( F(t) \) satisfies the hypothesis of the Concavity Lemma, then there exists a real number \( T < \infty \) such that

\[
(2.5) \quad \lim_{t \to T} \int_0^t \int_\Gamma \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx d\eta = \infty.
\]

This means that the solution blows up in finite time.

To show the functional \( F(t) \) satisfies the hypothesis of the Concavity Lemma let us make the observation

\[
(2.6) \quad 0 = -\int_\Omega u \Delta^2 u + \int_\Omega u f(u) dx \\
= \int_\Omega \nabla u \cdot \nabla (\Delta u) dx - \int_\Gamma u \cdot \frac{\partial \Delta u}{\partial \nu} dx - \int_\Omega u f(u) dx \\
= -\int_\Omega (\Delta u)^2 dx + \int_\Gamma \Delta u \frac{\partial u}{\partial \nu} dx + \int_\Omega u f(u) dx \\
= -\int_\Omega (\Delta u)^2 dx - \int_\Gamma \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx + \int_\Omega u f(u) dx
\]

by using \( \int_\Gamma u \cdot \frac{\partial \Delta u}{\partial \nu} dx = 0 \) and (1.2).

So we have

\[
(2.7) \quad \int_\Gamma \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx = -\int_\Omega (\Delta u)^2 dx + \int_\Omega u f(u) dx.
\]

And we also observe

\[
\int_\Omega u \Delta^2 u dx \\
= -\int_\Omega \nabla u \cdot \nabla (\Delta u) dx + \int_\Gamma u \frac{\partial \Delta u}{\partial \nu} dx \\
= \int_\Omega \Delta u \Delta u_t dx - \int_\Gamma \Delta u \frac{\partial u}{\partial \nu} dx \\
= \int_\Omega \Delta u \Delta u_t dx + \int_\Gamma \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx
\]

by using (1.2) and \( \int_\Gamma u \frac{\partial \Delta u}{\partial \nu} dx = 0 \).

Hence we get

\[
(2.8) \quad 0 = -\int_\Omega u \Delta^2 u dx + \int_\Gamma u f(u) dx \\
= -\int_\Omega \Delta u \Delta u_t dx - \int_\Gamma \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + \int_\Gamma u f(u) dx.
\]

Now we can get

\[
(2.9) \quad 0 = \frac{1}{2} \frac{d}{dt} \int_\Omega (\Delta u)^2 dx + \int_\Gamma \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx - \frac{d}{dt} \int_0^t \int_\Gamma f(u) u_t dx d\eta \\
= \frac{d}{dt} \left[ \frac{1}{2} \int_\Omega (\Delta u)^2 dx - \int_\Omega \mathcal{F}(u) dx \right] + \int_\Gamma \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx
\]

where \( E(t) \) was defined in (2.3). Then integrating the above relation with respect to \( t \), over the interval \([0, t]\) we get

\[
E(t) = E(0) - \int_0^t \int_\Gamma \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta.
\]
Now we want to calculate \( F' \) and \( F'' \).

\[
F'(t) = \int_{\Omega} \alpha(x) \left( \frac{\partial u}{\partial \nu} \right)^2 dx - \int_{\Omega} \alpha(x) \left( \frac{\partial u_0}{\partial \nu} \right)^2 dx + 2\beta(t + t_0)
\]

and

\[
F''(t) = 2 \int_{\Omega} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx + 2\beta.
\]

Thus we have from (2.2) and (2.7)

\[
F''(t) \geq -2 \int_{\Omega} (\Delta u)^2 dx + 2 \int_{\Omega} uf(u) dx + 2\beta.
\]

\[
\geq 2 \left[ -\int_{\Omega} (\Delta u)^2 dx + 2(\gamma + 1) \int_{\Omega} F(u) dx + \beta \right]
\]

\[
\geq 2 \left[ -\int_{\Omega} (\Delta u)^2 dx + (\gamma + 1) \int_{\Omega} (\Delta u)^2 dx 
+ 2(\gamma + 1) \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + 2\beta \right]
\]

\[
= 2\gamma \int_{\Omega} (\Delta u)^2 dx + 4(\gamma + 1) \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + 2\beta
\]

\[
\geq 4(\gamma + 1) \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + 4(\gamma + 1) E(0) + D_0
\]

where \( D_0 = 2\beta - 4(\gamma + 1) \beta - 4(\gamma + 1) E(0) \). Since

\[
\int_{\gamma}^t \frac{d}{d\eta} \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta = 2 \int_{0}^{t} \int_{\Omega} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx d\eta.
\]

\[
\int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx - \int_{\Omega} \alpha(x) (\frac{\partial u_0}{\partial \nu})^2 dx = 2 \int_{0}^{t} \int_{\Omega} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx d\eta.
\]

By using Hölder’s inequality and Young’s inequality.

\[
[F'(t)]^2
\]

\[
= [\int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx - \int_{\Omega} \alpha(x) (\frac{\partial u_0}{\partial \nu})^2 dx + 2\beta(t + t_0)]^2
\]

\[
= [2 \int_{0}^{t} \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta + 2\beta(t + t_0)]^2
\]

\[
\leq 4 \left\{ \int_{0}^{t} \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta \right\} \left[ \int_{0}^{t} \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta \right] + \beta(t + t_0)^2.
\]

Now we want to find a lower bound for the function

\[
(2.19) \quad \Xi(t) = F''F - (1 + \gamma)(F')^2.
\]

Let

\[
(2.20) \quad A = \int_{0}^{t} \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta, \quad B = \int_{0}^{t} \int_{\Omega} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta.
\]
So we get
\begin{equation}
\Xi(t) = F'' F - (1 + \gamma)(F')^2 \geq 4(1 + \gamma)[(A + \beta)(B + \beta(t + t_0)^2) - \{A^{\frac{1}{2}}B^{\frac{1}{2}} + \beta(t + t_0)^2\}]^2.
\end{equation}

Now we note from the choice of \( \beta \) that
\begin{equation}
D_0 \geq 0
\end{equation}
if the initial energy is negative, that is \( E(0) < 0 \). So, by the Schwarz inequality,
\[(A + \beta)(B + \beta(t + t_0)^2) - \{A^{\frac{1}{2}}B^{\frac{1}{2}} + \beta(t + t_0)^2\}^2 \geq 0.
Thus
\[\Xi(t) \geq 0\]
as long as it is defined. By the Concavity lemma, the theorem is proved.

\[\square\]

3. The second problem

We assume that the initial-boundary value problem (1.1), (1.3) and (1.4) has a local classical solution. Also we assume that the structure condition (2.2) for function \( f \) is satisfied.

Let
\begin{equation}
E(t) = \frac{1}{2} \int_{\Omega} (\Delta u)^2 dx + \frac{1}{2} \int_{\Gamma} \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx - \int_{\Omega} F(u) dx
\end{equation}
for function \( u(x, t) \). Then we have Theorem 2;

**Theorem 2.** Let \( u_0 \) be a smooth function such that \( E(0) < 0 \). Then there exists no global solution of (1.1), (1.2) and (1.4).

**Proof.** We suppose that there exists a global solution \( u(t, x) \) of (1.1), (1.3) and (1.4). To prove the theorem, it suffices to show that the function
\begin{equation}
F(t) = \int_{\Gamma} \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx + \beta(t + t_0)^2
\end{equation}
satisfies the hypothesis of the Conavity Lemma. Here $\beta, t_0$ are real constants which will be specified later. If $F(t)$ satisfies the hypothesis of Conavity Lemma, then there exists a real number $T < \infty$ such that

\begin{equation}
\lim_{t \to T} \int_{\Gamma} \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx = \infty.
\end{equation}

To show the functional $F(t)$ satisfies the hypothesis of the Conavity Lemma let us make the observation

\begin{equation}
0 = -\int_{\Omega} \frac{2}{u} \frac{\partial (\Delta u)}{\partial \nu} dx - \int_{\Gamma} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u_t}{\partial \nu} dx + \int_{\Omega} u f(u) dx
\end{equation}

by using $\int_{\Gamma} u \cdot \frac{\partial \Delta u}{\partial \nu} dx = 0$ and (1.3).

So we have

\begin{equation}
\int_{\Gamma} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u_t}{\partial \nu} dx = -\int_{\Omega} \frac{2}{u} \frac{\partial (\Delta u)}{\partial \nu} dx + \int_{\Omega} u f(u) dx.
\end{equation}

And we also observe

\begin{equation}
\int_{\Omega} u_t \Delta^2 u dx = \int_{\Omega} \Delta u \Delta u_t dx + \int_{\Gamma} \alpha(x) \frac{\partial u_t}{\partial \nu} \frac{\partial u_t}{\partial \nu} dx
\end{equation}

by using (1.3) and $\int_{\Gamma} u_t \frac{\partial \Delta u}{\partial \nu} dx = 0$.

Hence we get

\begin{equation}
0 = -\int_{\Omega} u_t \Delta^2 u dx + \int_{\Omega} u_t f(u) dx
\end{equation}

\begin{equation}
= -\int_{\Omega} \Delta u \Delta u_t dx - \int_{\Gamma} \alpha(x) \frac{\partial u_t}{\partial \nu} \frac{\partial u_t}{\partial \nu} dx + \int_{\Omega} u_t f(u) dx.
\end{equation}

Now we can get

\begin{equation}
0 = \frac{1}{2} \frac{d}{dt} \int_{\Omega} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx + \frac{1}{2} \frac{d}{dt} \int_{\Gamma} \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx - \frac{1}{\beta} \int_{\Gamma} \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx
\end{equation}

\begin{equation}
= \frac{d}{dt} \left[ \frac{1}{2} \int_{\Omega} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial \nu} dx + \frac{1}{2} \int_{\Gamma} \alpha(x)(\frac{\partial u}{\partial \nu})^2 dx - \int_{\Gamma} F(u) dx \right]
\end{equation}

where $E(t)$ was defined in (3.1). Thus we have

\begin{equation}
E(t) = E(0).
\end{equation}

Now we want to calculate $F'$ and $F''$.

\begin{equation}
F'(t) = 2 \int_{\Gamma} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u_t}{\partial \nu} dx + 2\beta(t + t_0)
\end{equation}

and

\begin{equation}
F''(t) = 2 \int_{\Gamma} \alpha(x) \frac{\partial u}{\partial \nu} \frac{\partial u_t}{\partial \nu} dx + 2 \int \alpha(x)(\frac{\partial u_t}{\partial \nu})^2 dx + 2\beta.
\end{equation}
Thus we have from (2.2) and (3.5)

\[ F''(t) \geq -2 \int_{\Omega} (\Delta u)^2 dx + 2 \int_{\Omega} u f(u) dx + 2 \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + 2\beta. \]

\[ \geq 2[- \int_{\Omega} (\Delta u)^2 dx + 2(\gamma + 1) \int_{\Omega} F(u) dx + \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + \beta] \]

\[ \geq 2[- \int_{\Omega} (\Delta u)^2 dx + (\gamma + 1) \int_{\Omega} (\Delta u)^2 dx + (\gamma + 2) \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx - 2(\gamma + 1)E(0) + \beta] \]

\[ = 2\gamma \int_{\Omega} (\Delta u)^2 dx + 2(\gamma + 2) \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + 2\beta - 4(\gamma + 1)E(0) \]

\[ \geq 4(\gamma_0 + 1)[\int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + \beta] + D_0 \]

where \( \gamma = 2\gamma_0, \) \( D_0 = -2(2\gamma_0 + 1)\beta - 4(\gamma + 1)E(0). \) Now we choose \( \beta \) such that

\[ D_0 > 0 \]

and choose \( t_0 \) such that

\[ F'(0) > 0. \]

By using Hölder’s inequality and Young’s inequality

\[ \frac{[F''(t)]^2}{\frac{2}{\gamma}} \geq \frac{2}{\gamma} \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx + 2\beta(t + t_0) \]

\[ \leq 4\left( \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx \right)^{\frac{1}{2}} \left( \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx \right)^{\frac{1}{2}} + \beta(t + t_0) \]

Now we want to find a lower bound for the function

\[ \Xi(t) = F''F - (1 + \gamma_0)(F')^2. \]

Let

\[ A = \int_{0}^{t} \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta, \quad B = \int_{0}^{t} \int_{\Gamma} \alpha(x) (\frac{\partial u}{\partial \nu})^2 dx d\eta. \]

So we get

\[ \Xi(t) = F''F - (1 + \gamma_0)(F')^2 \]

\[ \geq 4(1 + \gamma_0)[(A + \beta)(B + \beta(t + t_0)^2) - \{ A^{\frac{1}{2}} B^{\frac{1}{2}} + \beta(t + t_0) \}^2]. \]

Now we note from the choice of \( \beta \) that

\[ D_0 \geq 0 \]

if the initial energy is negative, that is \( E(0) < 0. \) So, by the Schwarz inequality,

\[ (A + \beta)(B + \beta(t + t_0)^2) - \{ A^{\frac{1}{2}} B^{\frac{1}{2}} + \beta(t + t_0) \}^2 \geq 0. \]
Thus

\[ \Xi(t) \geq 0 \]

as long as it is defined. By the Concavity lemma, the theorem is proved. \( \square \)
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