ON UDL DECOMPOSITIONS IN SEMIGROUPS

YONGDO LIM

ABSTRACT. For a non-degenerate symmetric bilinear form \( \sigma \) on a finite dimensional vector space \( E \), the Jordan algebra of \( \sigma \)-symmetric operators has a symmetric cone \( \Omega_\sigma \) of positive definite operators with respect to \( \sigma \). The cone \( C_\sigma \) of elements \( (x, y) \in E \times E \) with \( \sigma(x, y) \geq 0 \) gives the compression semigroup. In this work, we show that in the automorphism group of the tube domain over \( \Omega_\sigma \), this semigroup has a UDL and Ol'shanskii decompositions and is exactly the compression semigroup of \( \Omega_\sigma \).

1. Introduction

Let \( \sigma \) be a non-degenerate symmetric bilinear form on a finite dimensional vector space \( E \). Let \( \mathfrak{g} := \mathcal{L}(E) \) be the Banach algebra of the linear maps on \( E \). Then
\[
\mathfrak{g} = \mathfrak{g}^+ \oplus \mathfrak{g}^-,
\]
where \( \mathfrak{g}^- \) is the Lie subalgebra of all self-adjoint operators with respect to \( \sigma \) and \( \mathfrak{g}^+ \) is the space of all skew-symmetric operators on \( E \). The space \( \mathfrak{g} \) is also a Jordan algebra with the anti-commutator product \( x \circ y = \frac{1}{2}(xy + yx) \). Then \( \mathfrak{g}^- \) is a Jordan subalgebra of \( \mathfrak{g} \). If \( \sigma \) is positive definite, then \( \mathfrak{g}^- \) is a simple Euclidean Jordan algebra which is isomorphic to \( Sym(n, \mathbb{R}) \), the symmetric \( n \times n \) matrices with the corresponding symmetric cone \( \Omega \) of positive definite symmetric operators. However, if \( \sigma \) is not positive definite, then the Jordan algebra \( \mathfrak{g}^- \) is non-Euclidean but still simple. In this case we let \( \Omega_\sigma \) be the set of all positive definite operators with respect to the bilinear form \( \sigma \). Then there is an isomorphism (not Jordan algebra isomorphism) from \( \mathfrak{g}^- \) to \( Sym(n, \mathbb{R}) \) which sends \( \Omega_\sigma \) to \( \Omega \). Therefore \( \Omega_\sigma \) is a symmetric cone.
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For a closed cone $C$ in a Euclidean vector space $E$, the compression semigroup

$$\text{Compr}(C) = \{ g \in GL(E) \mid gC \subset C \}$$

is a closed subsemigroup in $GL(E)$. A non-degenerate symmetric bilinear form $\sigma$ induces the cone $C_\sigma = \{ x \in E \mid \sigma(x, x) \geq 0 \}$ and there are two different semigroups which are canonically related to the bilinear form $\sigma$: the expansion and contraction semigroups

$$S^\geq = \{ g \in GL(E) \mid \sigma(g^r g x, g^r g x) \geq \sigma(x, x) \ \forall x \in E \},$$
$$S^\leq = \{ g \in GL(E) \mid \sigma(g^r g x, g^r g x) \leq \sigma(x, x) \ \forall x \in E \}.$$

These semigroups are known as Ol’shanskii semigroups [3],[6]. However, the bilinear form $\sigma$ gives a skew-symmetric bilinear form $\langle \cdot, \cdot \rangle$ on $E \times E$:

$$\langle u_1, u_2 \rangle := \sigma(x_1, y_2) - \sigma(x_2, y_1),$$

for $u_i = (x_i, y_i)$ which gives a cone $C_\sigma = \{ (x, y) \in E \times E \mid \langle x, y \rangle \geq 0 \}$. The compression semigroup $S_\sigma$ of $C_\sigma$ in the symplectic group $\text{Sp}^\sigma(E)$ with respect to $\sigma$ is completely characterized by using Wojtkowski’s method and has UDL (upper triangular, diagonal, lower triangular) decomposition which plays a role to estimate Lyapunov exponents[10],[11].

From the one-to-one correspondence between symmetric cones and Siegel domains of tube type, we consider the tube domain $T_{\Omega_\sigma} = V_\sigma + \Omega_\sigma$, where $V_\sigma$ is the Jordan algebra of self-adjoint operators with respect to $\sigma$. The compression semigroup $\Gamma_{\Omega_\sigma}$ in the automorphism group of the tube domain which can be extended to $\Omega_\sigma$ and carries $\Omega_\sigma$ into itself is a closed semigroup and is exactly equal to the compression semigroup $S_\sigma$. Furthermore, it is an Ol’shanskii semigroup with the decomposition $S_\sigma = H_\sigma \cdot \exp W_\sigma$, where $H_\sigma$ is the group of units in $S_\sigma$ and $W_\sigma$ is a closed convex cone in the Lie algebra of the symplectic group $\text{Sp}^\sigma(E)$ which is invariant under adjoint action of $H_\sigma$.

For positive definite symmetric bilinear form $\sigma$, Kőtašny [5] has proved the same results in his dissertation. But we give more direct proofs and consider any non-degenerate symmetric bilinear form.
2. Ol’shanskii decompositions

Let $G$ be a Lie group with Lie algebra $\mathcal{L}(G)$ and $S$ be a closed subgroup of $G$ with identity. The tangent wedge of $S$ is defined by

$$\mathcal{L}(S) = \{ X \in \mathcal{L}(G) \mid \exp \mathbb{R}^+ X \subseteq S \}.$$

Then it is a closed convex cone containing zero and is a Lie wedge, i.e.,

$$e^{ad X} \mathcal{L}(S) = \mathcal{L}(S) \quad \forall X \in \mathcal{L}(S) \cap -\mathcal{L}(S).$$

The largest group $H(S) := S \cap S^{-1}$ contained in $S$ is called the group of units of $S$. The systematic groundwork for a Lie theory of semigroups was worked out by K. H. Hofmann, J. Hilgert and J. D. Lawson [2] (cf.[3]). An important class of semigroups is Ol’shanskii semigroups that play the role of noncommutative analogue of tube domains in the harmonic analysis of hermitian semisimple Lie groups.

Let $(G, \tau)$ be an involutive Lie group, and let its derivative $\tau : \mathcal{L}(G) \to \mathcal{L}(G)$ have $+1$-eigenspace $\mathfrak{h}$ and $-1$-eigenspace $\mathfrak{q}$. If $H$ is an open subgroup of $G_\tau := \{ g \in G \mid \tau(g) = g \}$, if $W$ is an $Ad(H)$-invariant cone in $\mathfrak{q}$, and if $S := H(\exp W)$ is a sub-semigroup of $G$ for which the mapping $(h, X) \to h(\exp X) : H \times W \to S$ is a homeomorphism, then $S$ is called an Ol’shanskii semigroup, and the factorization $s = h(\exp X)$ for $s \in S$ is called the Ol’shanskii polar factorization.

The following theorem, which can be applied to the polar decomposition of matrices, will be a useful tool for this work.

**Theorem 2.1.** Let $(G, \tau)$ be an involutive Lie group, and let $H \subset G_\tau$ be a closed subgroup containing the identity component of $G_\tau$. Let $W$ be a wedge in $\mathfrak{q}$ which is invariant under the adjoint action of $H$ and for which $ad X$ has real spectrum for each $X \in W$. Then the following conditions are equivalent.

1. $(h, X) \to h(\exp X) : H \times W \to H(\exp W)$ is a diffeomorphism onto a closed subset of $G$.

2. The mapping $\text{Exp} : \mathfrak{q} \to G/H$ defined by $\text{Exp}(X) = H(\exp X)$ restricted to $W$ is a diffeomorphism onto a closed subset of $G/H$.

3. The mapping $\exp$ restricted to $W$ is a diffeomorphism onto a closed subset of $G$.

4. If $Z \in \mathfrak{z} \cap (W - W)$ satisfies $\exp Z = e$, then $Z = 0$. For each non-zero $X \in W \cap \mathfrak{z}$, the closure of $\exp(\mathbb{R}X)$ is not compact.
If these conditions hold, then $S := H(\exp W)$ is a closed semigroup with the tangent wedge $\mathcal{L}(S) = \mathfrak{h} \oplus W$.

Proof. ([6], Theorem 3.1).

In a real or complex vector space $V$ with a cone $C$, we are very interested in a semigroup associated to the cone $C$, namely the compression semigroup

$$\text{Compr}(C) = \{ T \in GL(V) \mid T(C) \subset C \}.$$ 

This semigroup is always closed in $GL(V)$. Let $V$ be a finite dimensional real (complex) vector space endowed with a non-degenerate symmetric or skew-symmetric bilinear form $\sigma(u, v)$. Then one of cones which is canonically related to the form is

$$C_\sigma = \{ u \in V \mid \sigma(u, u) \geq 0 \}.$$

There are two different semigroups which are canonically related to the form, the contraction semigroup

$$S^\leq = \{ T \in GL(V) \mid \sigma(Tu, Tu) \leq \sigma(u, u), \forall u \in V \}$$

and the expansion semigroup

$$S^\geq = \{ T \in GL(V) \mid \sigma(Tu, Tv) \geq \sigma(u, u), \forall u \in V \}.$$

For $T \in \mathfrak{gl}(V)$, let $T^*$ be the adjoint operator of $T$ associated to the bilinear form $\sigma(u, v)$. Then $\sigma(Tu, v) = \sigma(u, T^*v)$ for all $u, v \in V$. We may assume that the bilinear form $\sigma(u, v)$ is

$$j_{p,q}(u, v) = \sum_{i=1}^{p} r_i \bar{s}_i - \sum_{i=p+1}^{n} r_i \bar{s}_i, \quad j^\mathcal{C}_{p,q}(x, y) := \sum_{i=1}^{p} r_i \bar{s}_i - \sum_{i=p+1}^{n} r_i \bar{s}_i$$

by Sylvester's law of inertia. Let $\Omega_{p,q}$ be the open cone of self adjoint positive definite operators with respect to $\sigma(u, v)$ and $W_{p,q}$ be the closure of $\Omega_{p,q}$. Then

**Theorem 2.2. (Ol'shanskii Decomposition)**

(1) **Real case:**

$$S^\leq = O(p, q^i \exp(W_{p,q})),$$

$$S^\geq = O(p, q^i \exp(-W_{p,q}))$$

where $O(p, q)$ is the pseudo-orthogonal group of the bilinear form $j_{p,q}$.  

(2) Complex case:

\[ S^\subseteq = U(p,q) \exp(W_{p,q}), \]
\[ S^\bar{\subseteq} = U(p,q) \exp(-W_{p,q}), \]

where \( U(p,q) \) is the unitary group of the bilinear form \( f^\subseteq_{p,q} \).

Proof. (cf. [6], [7]). \( \square \)

3. Ol’shanskii semigroups in symplectic groups

Let \( E \) be a real Hilbert space with inner product \( \langle x|y \rangle \). Let \( \mathcal{L}(E) \) be the Banach algebra of bounded operators on \( E \). For \( M \in \mathcal{L}(E) \), we denote \( M^t \) be the adjoint operator of \( M \). If \( M = M^t \), we say \( M \) is symmetric. A symmetric matrix \( M \) is positive definite (positive semidefinite), written \( M > 0(M \geq 0) \), if \( \langle Mx|x \rangle > 0 (\langle Mx|x \rangle \geq 0) \) whenever \( x \neq 0 \).

Members \( M \in \mathcal{L}(E \times E) \) have a block decomposition

\[ M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad A, B, C, D \in \mathcal{L}(E). \]

Let \( J \in \mathcal{L}(E) \) be defined in block form by

\[ J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}. \]

Note that \( J^2 = -I \) and hence \( J^{-1} = -J = J^t \). We define the skew-symmetric form on \( E \times E \) by

\( \langle x|y \rangle = \langle Jx|y \rangle, x,y \in E \times E. \)

We denote by \( M^* \) for \( M \in \mathcal{L}(E \oplus E) \) the unique linear operator such that

\( \langle Mx|y \rangle = \langle x|M^*y \rangle \)

for all \( x,y \in E \times E \). Then \( M^* = -JM^tJ. \)

Let \( G = \{ M \in GL(E \oplus E) \mid (Mu|Mv) = (u|v) \}. \)

**Proposition 3.1.** Let \( E \) be a real Hilbert space and let

\[ M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in GL(E \times E). \]

Then the following are equivalent:

(1) \( M \in G \), i.e., \( M \) preserves \( (\cdot|\cdot) \).
(2) \(M^tJM = J\).
(3) \(A^tC, B^tD\) are symmetric and \(A^tD - C^tB = I\).

If \(E = \mathbb{R}^n\), then the group \(G\) is called the \textit{symplectic group} which is denoted by \(\text{Sp}(2n, \mathbb{R})\). Let \(\tau\) be the involution on \(G = Sp(2n, \mathbb{R})\) defined by

\[
\tau\left(\begin{pmatrix} A & B \\ C & D \end{pmatrix}\right) = \begin{pmatrix} A & -B \\ -C & D \end{pmatrix}.
\]

Then \((G, \tau)\) is an involutive Lie group with

\[
H := G_\tau = \left\{ \begin{pmatrix} A & 0 \\ 0 & (A^t)^{-1} \end{pmatrix} \mid A \in GL(n, \mathbb{R}) \right\}.
\]

Let \(W = \{ \begin{pmatrix} A & 0 \\ B & 0 \end{pmatrix} \mid A, B \geq 0 \}\). Then \(W\) is a closed convex cone in the Lie algebra of \(G\). The Lie algebra \(\mathfrak{h}\) of \(H\) is

\[
\mathfrak{h} = \left\{ \begin{pmatrix} A & 0 \\ 0 & -A^t \end{pmatrix} \mid A \in M_n(\mathbb{R}) \right\}.
\]

It is easy to show that \(W\) is invariant under the adjoint action of \(H\). By lemma 4.1 [6], if \(X\) has real spectrum, then \(\text{ad}X\) has real spectrum for a matrix Lie algebra. Let \(X = \begin{pmatrix} 0 & A \\ B & 0 \end{pmatrix} \in W\). To show \(\text{ad}X\) has real spectrum, it is enough to consider when \(A\) and \(B\) are positive definite by continuity. Write \(A = CC^t\), for some \(C \in GL(n, \mathbb{R})\). Then \(C^tBC > 0\). In this case, we may write \(C^tBC = \exp Z\), for some symmetric matrix \(Z\). Then \(X\) is similar to \(\begin{pmatrix} 0 & I \\ C^tBC & 0 \end{pmatrix}\) by the matrix \(\begin{pmatrix} C & 0 \\ 0 & (C^t)^{-1} \end{pmatrix}\). And \(\begin{pmatrix} 0 & I \\ C^tBC & 0 \end{pmatrix}\) is similar to \(\begin{pmatrix} 0 & \exp \frac{1}{2}Z \\ \exp \frac{1}{4}Z & 0 \end{pmatrix}\) by the matrix \(\begin{pmatrix} \exp \frac{1}{4}Z & 0 \\ 0 & \exp \frac{1}{4}Z \end{pmatrix}\). Therefore \(\text{ad}X\) has real spectrum. Note that the symplectic group is simple and hence all the conditions of theorem 2.1 hold.

\textbf{Theorem 3.1.} We have \(S := H(\exp W)\) is an Olishanskii semigroup in \(Sp(2n, \mathbb{R})\) with \(L(S) = \mathfrak{h} \oplus W\).
4. The compression semigroup of $C_j$

Note that for any non-degenerate symmetric bilinear form $\sigma$ on $\mathbb{R}^n$, it is isometric to the following form of signature $(p,q)$:

$$\langle x | j_{p,q} y \rangle,$$

where $j_{p,q} = \begin{pmatrix} I_p & 0 \\ 0 & -I_q \end{pmatrix}$. From now on, we assume that $\sigma(x,y) = \langle x | j_{p,q} y \rangle$.

Now let

$$J_{p,q} = \begin{pmatrix} 0 & -j_{p,q} \\ j_{p,q} & 0 \end{pmatrix}.$$

From now on, we fix $p,q$ and let $j = j_{p,q}$, $J = J_{p,q}$ for convenience. Define a non-degenerate skew-symmetric bilinear form on $E \times E$ by

$$(u_1 | u_2) = \sigma(x_1, y_2) - \sigma(x_2, y_1) = \langle J u_1 | u_2 \rangle.$$

We define the symplectic group with respect to the bilinear form $\sigma$. Let $\text{Sp}^j(E) = \{ g \in GL(E \times E) \mid (gu | gv) = (u | v) \}$. Then we have

$$\text{Sp}^j(E) = \{ g \in GL(E \times E) \mid (gu | gv) = (u | v) \} = \{ g \in GL(E \times E) \mid g^* J g = J \} = \{ g \in GL(E \times E) \mid g^* = g^{-1} \}.$$

Here $g^*$ is the adjoint operator of $g$ with respect to the symplectic form $(u | v)$. Furthermore, note that every element $g$ in $GL(E \times E)$ can be written as a block matrix:

$$g = \begin{pmatrix} A & B \\ C & D \end{pmatrix},$$

where $A, B, C, D \in \mathcal{L}(E)$. So by solving the equation $g^* J g = J$, $\text{Sp}^j(2n, \mathbb{R})$ consists of all $\begin{pmatrix} A & B \\ C & D \end{pmatrix} \in GL(E \times E)$ satisfying

$$A^t j C, D^t j B \text{ are symmetric, } D^t j A - B^t j C = j.$$

Let $Q_j$ be the quadratic form on $E \times E$ associated to $\sigma$, $Q_j(u) = \sigma(x,y)$ for $u = (x,y) \in E \times E$. Then the cone $C_j$ corresponding to the bilinear form $\sigma$ is

$$C_j = \{ u \in V \mid Q_j(u) \geq 0 \} = \{ u = (x,y) \in E \times E \mid \sigma(x,y) \geq 0 \}.$$
The compression semigroup of the cone $C_j$ on the group $\text{Sp}^j(2n, \mathbb{R})$ is defined by

$$S_j := \text{Compr}(C_j) \cap \text{Sp}^j(2n, \mathbb{R}).$$

When the bilinear form $\sigma$ is positive definite or equivalently $j$ is the identity matrix, the structure of an element in $S_j$ is completely characterized by Wojtkowski [10]. We follow his method for a generalization. Note that $S_j$ is a closed subsemigroup of $\text{Sp}^j(2n, \mathbb{R})$.

**Theorem 4.1.** Let $g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}^j(2n, \mathbb{R})$. Then the following are equivalent:

(a) $Q_j(gu) \geq Q_j(u)$, for all $u \in E \times E$.
(b) $g \in S_j$.
(c) $A$ is invertible and $A^t j C \geq 0$ and $B j A^t \geq 0$.
(d) $D$ is invertible and $C j D^t \geq 0$ and $D^t j B \geq 0$.

By definition, (a) implies (b). The proof of the theorem is from the following lemmas.

**Lemma 4.1.** Let $g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}^j(2n, \mathbb{R})$. If $g \in S_j$, then $A$ and $D$ are invertible.

**Proof.** Suppose $g \in S_j$ and $Ax_0 = 0$. Since $D^t j A - B^t j C = j$, $B^t j C(x_0) = -j(x_0)$. Let $y = sj(x_0)$. Then $(x_0|y) = s\langle x_0|x_0 \rangle \geq 0$, for all $s \geq 0$. Hence $v = (x_0, y) \in C_j$ and $gv \in C_j$. But $gv = (By, Cx_0 + Dy) \in C_j$ implies that

$$(By|Cx_0 + Dy) = -\langle y|jx_0 \rangle + \langle y|B^t j D x_0 \rangle \geq 0.$$ 

Hence $\langle jx_0|jx_0 \rangle \leq s\langle jx_0|B j D j x_0 \rangle \to 0$, as $s \to 0$. Hence $jx_0 = 0$. Therefore $A$ is invertible. Using the same method of the case $A$, we show that $D$ is invertible. \[\square\]

**Remark** In the proof of lemma 4.1, one may want to generalize this result to any (infinite-dimensional) real or complex Hilbert spaces. It looks quite non-trivial to prove that $A$ and $D$ are surjective. We leave this as an open problem.

**Lemma 4.2.** If $g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in S_j$, then
(1) $A^t C \geq 0$, $j A^{-1} B \geq 0$ and hence $B j A^t \geq 0$.
(2) $D^t j B \geq 0$, $j D^{-1} C \geq 0$ and hence $C j D^t \geq 0$.
(3) $B D^{-1} j \geq 0$.

Proof. (1) $A^t C \geq 0$. By definition, $A^t C$ is symmetric. Set
\[
g_0 = \begin{pmatrix} j A^{-1} & 0 \\ 0 & A^t j \end{pmatrix}.
\]
Then
\[
g_1 = g_0 g = \begin{pmatrix} j & j R \\ P & j + PR \end{pmatrix} \in S_j,
\]
where
\[
R = A^{-1} B, P = A^t j C.
\]
For $u = (x, 0)$,
\[
Q_j(g_1 u) = \langle j x | A^t j C x \rangle = \langle x | A^t j C x \rangle \geq 0.
\]
hence $P = A^t j C \geq 0$.

(2) $R = A^{-1} B \geq 0$. Since $g_1 = g_0 g = \begin{pmatrix} j & j R \\ P & j + PR \end{pmatrix} \in S_j \subset \text{Sp}^j(2n, \mathbb{R})$, from the definition of $\text{Sp}^j(2n, \mathbb{R})$, we have that $j R$ is symmetric. To show that $j R \geq 0$, suppose that $\langle j A^{-1} B y_0 | y_0 \rangle < 0$. Choose $x_0 \in E$ such that $\langle x_0 | y_0 \rangle < 0$. Let $u = (s x_0 - R y_0, y_0)$. Then
\[
(s x_0 - R y_0 | y_0) = s \langle x_0 | y_0 \rangle - \langle R y_0 | y_0 \rangle > 0
\]
for sufficiently small $s > 0$. So $v \in C_j$ for sufficiently small $s > 0$. Since $g_1 \in S_j$, $g_1 v \in C_j$. But $g_1 v = (s x_0, s A^t j C x_0 + y_0)$ and
\[
Q_j(g_1 v) = (s j x_0 | s P x_0 + j y_0)
\]
\[
= s^2 \langle j x_0 | P x_0 \rangle + s \langle j x_0 | j y_0 \rangle
\]
\[
= s^2 \langle x_0 | P x_0 \rangle + s \langle x_0 | y_0 \rangle < 0
\]
for sufficiently small $s > 0$ which leads a contradiction. Therefore $j A^{-1} B \geq 0$.

(3) $B j A^t \geq 0$. $B j A^t = (A j)(j R)(A j)^t \geq 0$. The proof of the remaining part is similar to that of the previous one.

Lemma 4.3. If $A$ is invertible and $A^t j C \geq 0$, $B j A^t \geq 0$ then $Q_j(g u) \geq Q_j(u), \forall u \in E \oplus E$. 

Proof.

\[
Q_j(gu) = Q_j(g_1u) \\
= (jx + jRy|P_2x + jy + PRy) \\
= \langle x + Ry|jy \rangle + \langle x + Ry|P(x + Ry) \rangle \\
= \langle x|jy \rangle + \langle Ry|jy \rangle + \langle P(x + Ry)|x + Ry \rangle \\
\geq \langle x|y \rangle = Q_j(u). 
\]

\[\square\]

5. The UDL decomposition of \(S_j\)

Let \(\text{Sym}(n, \mathbb{R})\) be the space of symmetric \(n \times n\)-matrices and let

\[
\Gamma_j^- = \left\{ \begin{pmatrix} 0 & A \\ j & 0 \end{pmatrix} \mid A \in \text{Sym}(n, \mathbb{R}), \; A \geq 0 \right\}, \\
\Gamma_j^+ = \left\{ \begin{pmatrix} A & 0 \\ j & 0 \end{pmatrix} \mid A \in \text{Sym}(n, \mathbb{R}), A \geq 0 \right\}, \\
H_j = \left\{ \begin{pmatrix} A^{-1} & 0 \\ 0 & jA \end{pmatrix} \mid A \in \text{GL}(n, \mathbb{R}) \right\}.
\]

Then \(\Gamma_j^\pm\) are closed subsemigroups \(\text{Sp}^j(2n, \mathbb{R})\) and \(H_j\) is the group units of \(S_j\). Therefore, \(\Gamma_j^+ \cdot H_j \cdot \Gamma_j^- \subset S_j\).

**Theorem 5.1** (UDL decomposition of \(S_j\)). We have

\[S_j = \Gamma_j^+ \cdot H_j \cdot \Gamma_j^-\]

**Proof.** Let \(g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in S_j\). Then by theorem 4.1 and lemma 4.2,

\[
\begin{pmatrix} j & BD^{-1}j \\ 0 & j \end{pmatrix}, \begin{pmatrix} (D^{-1})^t & 0 \\ 0 & jDj \end{pmatrix}, \begin{pmatrix} j & 0 \\ jD^{-1}C & j \end{pmatrix} \in S_j.
\]

Hence

\[
g = \begin{pmatrix} j & BD^{-1}j \\ 0 & j \end{pmatrix} \begin{pmatrix} (D^{-1})^t & 0 \\ 0 & jDj \end{pmatrix} \begin{pmatrix} j & 0 \\ jD^{-1}C & j \end{pmatrix} \in \Gamma_j^+ \cdot H_j \cdot \Gamma_j^-.
\]

\[\square\]

Let

\[\alpha = \begin{pmatrix} j & 0 \\ 0 & I \end{pmatrix}, \; \beta = \begin{pmatrix} j & 0 \\ 0 & j \end{pmatrix}.
\]
Then $\alpha, \beta \in GL(2n, \mathbb{R})$ are involutions and $\gamma := \alpha \beta = \begin{pmatrix} I & 0 \\ 0 & j \end{pmatrix}$. For $g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}^j(2n, \mathbb{R})$,

$$\alpha g \alpha = \begin{pmatrix} jA & jB \\ C_j & D \end{pmatrix}.$$ 

**Theorem 5.2.** The mapping

$$g \in \text{Sp}^j(2n, \mathbb{R}) \rightarrow \alpha g \alpha \in \text{Sp}(2n, \mathbb{R})$$

gives an isomorphism between $\text{Sp}^j(2n, \mathbb{R})$ and $\text{Sp}(2n, \mathbb{R})$.

**Proof.** Since $A^t jC = C^t jA$,

$$(jA_j)^t C_j = j A^t jC_j = j C^t jA_j = (C j)^t (jA_j).$$

Note that $D^t jB = B^t jD = (jB)^t D$ and

$$D^t (jA_j) - (jB)^t C_j = (D^t jA - B^t jC) j = j^2 = I.$$ 

Hence the mapping is well-defined. Because $\alpha$ is an involution, it is not hard to see that $\alpha$ is an isomorphism. \qed

For $j = I$, we let $\Gamma^\pm = \Gamma^\pm_I$ and $H = H_I$. Then $S_I = \Gamma^+ \cdot H \cdot \Gamma^-$. 

**Corollary 5.1.** We have $\gamma S_j \gamma = S_I$.

**Proof.** Note that

$$\alpha \Gamma^+_j \alpha = \beta \Gamma^+, \quad \alpha \Gamma^-_j \alpha = \Gamma^- \beta, \quad \alpha H_j \alpha = \beta H \beta = H.$$ 

Therefore,

$$\alpha S_j \alpha = \alpha \Gamma^+_j \alpha \cdot \alpha H \alpha \cdot \alpha \Gamma^-_j \alpha = \beta \Gamma^- \cdot H \cdot \Gamma^- \beta.$$ 

Hence $\beta \alpha S_j \alpha \beta = S$. \qed

Set

$$S^+_j = \left\{ \begin{pmatrix} I & A \\ 0 & I \end{pmatrix} \mid A j \geq 0 \right\},$$

$$S^-_j = \left\{ \begin{pmatrix} I & 0 \\ A & I \end{pmatrix} \mid j A \geq 0 \right\}.$$
Then by theorem 4.1, \( S_j^\pm \subset S_j \).

**Theorem 5.3.** The semigroup \( S_j \) can be decomposed as

\[
S_j = S_j^+ H_j S_j^-.
\]

**Proof.** Let \( g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in S_j \). Then by lemma 4.2, \( BD^{-1} j, jD^{-1} C \) are symmetric. Hence \( \begin{pmatrix} I & BD^{-1} \\ 0 & I \end{pmatrix} \in S_j^+ \) and \( \begin{pmatrix} I & 0 \\ D^{-1} C & I \end{pmatrix} \in S_j^- \). Using \( D^t j A - B^t j C = j \),

\[
g = \begin{pmatrix} I & BD^{-1} \\ 0 & I \end{pmatrix} \begin{pmatrix} j(D^{-1})^t j & 0 \\ 0 & D \end{pmatrix} \begin{pmatrix} I & 0 \\ D^{-1} C & I \end{pmatrix} \in S_j^+ \cdot H_j \cdot S_j^-.
\]

We recall the Ol’shanskii semigroup \( S = H(\exp W) \) which appears in section 3.

**Theorem 5.4.** We have

\[
S = H \cdot \exp W = S_l = \Gamma^+ H \Gamma^-.
\]

**Proof.** Note that

\[
\Gamma^+ = \text{exp}\left\{ \begin{pmatrix} 0 & A \\ 0 & 0 \end{pmatrix} \mid A \geq 0 \right\} \subset \exp W.
\]

\[
\Gamma^- = \text{exp}\left\{ \begin{pmatrix} 0 & 0 \\ A & 0 \end{pmatrix} \mid A \geq 0 \right\} \subset \exp W.
\]

Hence \( \Gamma^+ \cdot H \cdot \Gamma^- \subset S^3 = S = H \cdot \exp W \). Conversely, let \( Z = \begin{pmatrix} 0 & A \\ B & 0 \end{pmatrix} \in W \). Then \( A, B \geq 0 \). If \( X = \begin{pmatrix} 0 & A \\ 0 & 0 \end{pmatrix} \), \( Y = \begin{pmatrix} 0 & 0 \\ B & 0 \end{pmatrix} \), then \( Z = X + Y \) and

\[
\exp(Z) = \exp(X + Y) = \lim_{n \to -\infty} (\exp(\frac{1}{n} X) \exp(\frac{1}{n} Y))^n.
\]

Since for each \( n \geq 0 \), \( \exp(\frac{X}{n}) \in \Gamma^+ \exp(\frac{Y}{n}) \in \Gamma^- \) and \( S_l = \Gamma^+ H \Gamma^- \) is closed, \( \exp(Z) \in S_l \). Hence \( H(\exp W) \subset S_l S_l \subset S_l \). \( \square \)
6. The Euclidean Jordan algebra \( Sym(n, \mathbb{R}) \)

Let \( \mathbb{F} \) be the field \( \mathbb{R} \) or \( \mathbb{C} \). A commutative algebra \( V \) over \( \mathbb{F} \) with product \( xy \) is said to be a Jordan algebra if for all elements \( x \) and \( y \) in \( V \):

\[
x(x^2y) = x^2(xy).
\]

This identity is called the Jordan identity. For \( x \in V \), we denote \( L(x)y := xy \), the multiplication operator representation. Then the Jordan identity can be written \([L(x), L(x^2)] = 0\), where the bracket is usual Lie bracket on \( \mathcal{L}(V) \), the set of all bounded linear operators on the vector space \( V \). For \( x \in V \), we define \( P(x) = 2L(x)^2 - L(x^2) \). The map \( P \) is called the quadratic representation of \( V \). Every associative algebra \( V \) with product \( xy \) becomes a Jordan algebra with the anti-commutator product:

\[
x \circ y = \frac{1}{2}(xy + yx).
\]

An element \( x \) of a Jordan algebra \( V \) with identity \( e \) is called invertible with inverse \( y \) if \( xy = e \) and \( x^2y = x \). One can see that an element \( x \) in a Jordan algebra \( V \) is invertible if and only if \( P(x) \) is invertible. In this case, \( P(x)x^{-1} = x \) and \( P(x)^{-1} = P(x^{-1}) \).

Let \( V \) be a finite dimensional Jordan algebra and let \( \tau(x, y) = Tr L(xy) \). Then \( \tau(x, y) \) is an associative symmetric bilinear form on \( V \), that is,

\[
\tau(xy, z) = \tau(y, xz),
\]

for all \( x, y, z \) in \( V \). A Jordan algebra is said to be semi-simple if the bilinear form \( \tau(x, y) \) is non-degenerate on it. A semi-simple Jordan algebra is called simple if it has no non-trivial ideal. It is well-known that every semisimple Jordan algebra has a unit and every ideal is a semi-simple Jordan algebra \([4]\). A semi-simple Jordan algebra over \( \mathbb{R} \) or \( \mathbb{C} \) is, in a unique way, a direct sum of simple ideals \([4]\).

A real Jordan algebra \( V \) is called a Jordan-Hilbert algebra if \( V \) is a real Hilbert space with inner product \( \langle x|y \rangle \) such that

\[
\langle xy|z \rangle = \langle y|xz \rangle,
\]

for all \( x, y, z \in V \). In addition, if \( V \) is finite dimensional and has an identity, then it is called a Euclidean Jordan algebra. In general a Jordan-Hilbert algebra does not contain a unit element \([9]\). In \([8]\), it was proved that a finite dimensional Jordan-Hilbert Jordan algebra has an identity if and only if \( L(x) = 0 \implies x = 0 \). It is easy to show that a Euclidean
Jordan algebra is formally real in the following sense: \( x^2 + y^2 = 0 \) implies \( x = y = 0 \). The converse is also true, i.e., a finite dimensional formally real Jordan algebra becomes a Euclidean Jordan algebra [1].

**Examples**

1. The algebra \( \text{Sym}(n, \mathbb{R}) \) of \( n \times n \) real symmetric matrices with the Jordan product

\[
x \circ y = \frac{1}{2}(xy + yx)
\]

is a Euclidean Jordan algebra since the bilinear form \( \text{Tr}(xy) \) is positive definite and associative.

2. (Non-Euclidean Jordan algebra) Let \( V_{1,1} \) be the space of \( 2 \times 2 \) matrices of the form:

\[
V_{1,1} := \left\{ \begin{pmatrix} x & y \\ -y & z \end{pmatrix} \mid x, y, z \in \mathbb{R} \right\}.
\]

Then \( V_{1,1} \) is a 3-dimensional Jordan algebra with the anti-commutative product. Let

\[
A = \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}.
\]

Then \( A^2 = 0 \) and hence \( V_{1,1} \) is not formally real, hence not a Euclidean Jordan algebra.

Let \( V \) be a Euclidean Jordan algebra with the associated bilinear form \( \langle x|y \rangle \). Let \( Q = \{ x^2 \mid x \in V \} \) be the set of squares. Then the set \( Q \) is a self-dual cone and \( Q = \{ y \in V \mid L(y) \geq 0 \} \). Let \( \Omega \) be the interior of \( Q \). Then it is a symmetric cone. That is, \( \Omega \) is a self-dual cone and the group

\[
G(\Omega) := \{ g \in GL(V) \mid g\Omega = \Omega \}
\]

acts on it transitively. Furthermore.

**Theorem 6.1.** The symmetric cone \( \Omega \) has the following characterizations:

\[
\Omega = \exp V, \\
= \text{the identity component of } V^{-1}, \\
= \{ u^2 \mid u \in V^{-1} \}, \\
= \{ u \in V \mid L(u) \text{ is positive definite} \}.
\]

*Proof.* (cf. [1]).
Let $E$ be a finite-dimensional vector space over $\mathbb{R}$ and let $\sigma(x, y)$ be a symmetric bilinear form on $E$. We also assume that $\sigma$ is non-degenerate. Then the bilinear form $\sigma$ is represented as follows by a symmetric matrix $S = (a_{ij})$ for a basis on $E$:

$$\sigma(x, y) = \sum_{i,j} a_{ij}x_iy_j.$$ 

For $T \in gl(E)$, the $\sigma$-adjoint operator $T^*$ is given by $T^* = S^{-1}T'S$. Let $V_\sigma$ be the set of all self-adjoint operators with respect to the fixed non-degenerate, symmetric bilinear form $\sigma$ on $V$. Then $V_\sigma$ is a Jordan algebra with the product:

$$A \circ B = \frac{1}{2}(AB + BA).$$

From now on, we let $V_{p,q}$ denote the Jordan algebra of all self-adjoint matrices on $\mathbb{R}^n$ of dimension $n = p + q$ with respect to the bilinear form:

$$j_{p,q}(x, y) = \sum_{i=1}^{p} x_iy_i - \sum_{i=p+1}^{n} x_iy_i.$$ 

The following result is well-known and easy to prove [cf. 8].

**Theorem 6.2.** Let $\sigma$ be a non-degenerate symmetric bilinear form on a finite dimensional vector space $E$. Then the Jordan algebra $V_\sigma$ is simple and is isomorphic to $V_{p,q}$ for some integers $p, q$ with $p + q = \text{dim} V$. Furthermore, the Jordan algebra $V_\sigma$ is Euclidean if and only if $\sigma$ is positive or negative definite.

There is a one-to-one correspondence between Euclidean Jordan algebras and symmetric cones which are the same categories of Siegel domains of tube type [1], [4]. The simple Euclidean Jordan algebra $\text{Sym}(n, \mathbb{R})$ of symmetric $n \times n$-matrices has the corresponding symmetric cone $\Omega_n$ of all symmetric positive definite matrices. In our notation, $\text{Sym}(n, \mathbb{R}) = V_n$ for some positive definite symmetric bilinear form on $E$ with $\text{dim}(E) = n$. But the non-Euclidean Jordan algebra $V_{p,q}$ for $p \neq 0$ and $q \neq 0$ has a nice cone $\Omega_{p,q}$ which is not appeared in the characterization of symmetric cone in theorem 6.1. Now we remind the notation of $\Omega_{p,q}$ as an open convex cone of the positive definite matrices with respect to $j_{p,q}(x, y)$. We also fix $p, q$ and let $j = j_{p,q} = \begin{pmatrix} I_p & 0 \\ 0 & -I_q \end{pmatrix}$. 
PROPOSITION 6.1. We have \( jV_{p,q} = \text{Sym}(n, \mathbb{R}) \). In particular, \( j\Omega_{p,q} = \Omega_n \), where \( \Omega_n \) is the symmetric cone of \( \text{Sym}(n, \mathbb{R}) \).

Proof. First, note that if \( A \in V_{p,q} \), then \( jA \in \text{Sym}(n, \mathbb{R}) = V_{n,0} \). For
\[
 jA = jA^* = ijA^tj = A^tj
\]
which implies that \( (jA)^t = jA \). Hence \( jA \) is a symmetric operator. Conversely, if \( A \in \text{Sym}(n, \mathbb{R}) \), then \( (jA)^* = jA^t = jA \). Hence \( jA \in V_{p,q} \). Therefore \( jV_{p,q} = \text{Sym}(n, \mathbb{R}) \). Now suppose that \( A \in \Omega_{p,q} \). Then \( (Ax|x) > 0 \), for all non-zero element \( x \) in \( V \). Since \( (Ax|x) = \langle jAx|x \rangle \), \( jA \) is a symmetric positive definite operator. So \( j\Omega_{p,q} \subset \Omega_n \). Similiary, one can show the converse argument. \( \square \)

7. The semigroup \( \Gamma_\Omega \)

Let \( V = \text{Sym}(n, \mathbb{R}) \) and \( \Omega := \Omega_n \) be the open convex cone of positive definite \( n \times n \) symmetric matrices. Then \( V \) is a simple Euclidean Jordan algebra with the symmetric cone \( \Omega \). It is well-known that any biholomorphic automorphisms on the tube domain \( T_\Omega = V + i\Omega \) is the following form
\[
 Z \in T_\Omega \longrightarrow \begin{pmatrix} A & B \\ C & D \end{pmatrix} \cdot Z = (AZ + B)(CZ + D)^{-1}
\]
for some \( \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}) \). Hence the symplectic group
\[
 \text{Sp}(2n, \mathbb{R}) = \{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{GL}(2n, \mathbb{R}) \mid A^tC, D^tB \in V, D^tA - B^tC = I \}
\]
acts on the tube domain \( T_{\Omega_n} = V + i\Omega_n \) by
\[
 \begin{pmatrix} A & B \\ C & D \end{pmatrix} \cdot Z = (AZ + B)(CZ + D)^{-1}.
\]

Define a subsemigroup \( \Gamma_\Omega \) by the elements of \( \text{Sp}(2n, \mathbb{R}) \) which can be extended to \( \Omega \subset V^\mathbb{C} \) and \( g \cdot \Omega \subset \Omega \). Since every element in \( \text{Sp}(2n, \mathbb{R}) \) can be extended to the conformal compactification of \( V^\mathbb{C} \), we can write
\[
 \Gamma_\Omega = \{ g \in \text{Sp}(2n, \mathbb{R}) \mid g \cdot \Omega \subset \Omega \}.
\]
Note that \( \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}) \) and \( D \in GL(n, \mathbb{R}) \) implies that
\[
A = (D^t)^{-1} + BD^{-1}C. (*)
\]
In this case, \( g \) can be decomposed as
\[
g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} I & BD^{-1} \\ 0 & I \end{pmatrix} \begin{pmatrix} (D^t)^{-1} & 0 \\ 0 & D \end{pmatrix} \begin{pmatrix} I & 0 \\ D^{-1}C & I \end{pmatrix}.
\]

Let
\[
N^+ = \left\{ \begin{pmatrix} I & A \\ 0 & I \end{pmatrix} \mid A \in V \right\},
\]
\[
N^- = \left\{ \begin{pmatrix} I & 0 \\ A & I \end{pmatrix} \mid A \in V \right\}.
\]

Then \( N^+ \) is the abelian subgroup of \( \text{Sp}(2n, \mathbb{R}) \) of all translations and \( \tau \circ N^+ \circ \tau = N^- \), where \( \tau = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \).

**Lemma 7.1.** For \( g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}) \), the following properties are equivalent:

1. \( g \in N^+HN^- \),
2. \( g \cdot 0 \in V \),
3. \( D \in GL(n, \mathbb{R}) \).

**Proof.** Obviously, \((1) \implies (2) \implies (3)\). Suppose that \( D \) is invertible. Then \( D^tB = B^tD \) implies that \( BD^{-1} = (D^{-1})^tB^t = (BD^{-1})^t \). Therefore \( BD^{-1} \) is symmetric. By \((*)\), \( A' = D^{-1} + C^tBD^{-1} \). Since \( D^tB = B^tD, C^tBD^{-1}C = C^t(D^{-1})^tB^tC \) is symmetric and hence \( C^tBD^{-1}C = C^t(D^{-1})^tB^tC \) is symmetric. Therefore \( D^{-1}C = A'C = C^tBD^{-1}C \) is symmetric. So \( g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} I & BD^{-1} \\ 0 & I \end{pmatrix} \begin{pmatrix} (D^t)^{-1} & 0 \\ 0 & D \end{pmatrix} \begin{pmatrix} I & 0 \\ D^{-1}C & I \end{pmatrix} \in N^+HN^- \). □

It is easy to see that \( \Gamma^+G(\Omega)\Gamma^- \subset \Gamma_\Omega \). Hence \( S = \Gamma^+H\Gamma^- \subset \Gamma_\Omega \).

**Lemma 7.2.** We have \( N^+HN^- \cap \Gamma_\Omega = S = \Gamma^-H\Gamma^- \).
Proof. Suppose that \( g = n^{-1}h = (I \ A) \left( (D')^{-1} \ 0 \right) \left( I \ 0 \right) \in \Gamma_0 \). Then for \( X \in \Omega \), \( X(BX + I)^{-1} = (B + X^{-1}) \) is an invertible element in \( V = Sym(n, \mathbb{R}) \). This implies that:

\[
B + \Omega \subset V^{-1}.
\]

By the argument in linear algebra or by theorem 4.1, \( B + \Omega \subset \bar{\Omega} \). In particular, \( B \in \bar{\Omega} \). To show \( A \in \bar{\Omega} \), choose \( Z \in B + \Omega \subset \Omega \). Then \( nZ \in B + \Omega \), for all natural numbers \( n \). This is from the induction argument. Let \( Z = B + X \in B + \Omega \). Then

\[
nZ = nB + nX = B + (n-1)B + nX \in B + \Omega + \Omega \subset B + \Omega.
\]

But

\[
A + \frac{1}{n}h(Z^{-1}) \in n^{+}h((B + \Omega)^{-1}) = n^{+}hn^{-1}(\Omega) \subset \Omega.
\]

Thus \( A \in \bar{\Omega} \). \( \square \)

**Theorem 7.1.** The two Lie semigroups \( S \) and \( \Gamma_0 \) are the same.

**Proof.** Suppose that \( g \in \Gamma_0 \). Let \( t_n = \begin{pmatrix} I & \frac{1}{n}I \\ 0 & I \end{pmatrix} \). Then \( gt_n \in \Gamma_0 \) and \( gt_n(0) = g(\frac{1}{n}I) \in \Omega \). Therefore, by lemma 7.2, \( gt_n \in \Gamma^{+}H\Gamma^{-} = S \). Since \( S \) is closed, \( g \in S \). \( \square \)

By the isomorphism in theorem 5.2 and theorem 7.1,

**Corollary 7.1.** We have \( \Gamma_{0,\eta} = \Gamma_{J,\eta} = H_{J} \cdots \exp W_{j} = S_{j} \), where

\[
W_{j} = \left\{ \begin{pmatrix} 0 & jA \\ Bj & 0 \end{pmatrix} \mid A, B \geq 0 \right\}.
\]
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