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Encoding of segment contours is a critical part of a region-based coding system especially at low bit rates where

the contour information occupies a majority of the bit rate. When approximating contours with polygons, a fixed

upper bound on the distortion is set for the approximation process. Instead of using this fixed bound, adaptive ap-

proximation bound for a lossy coding of contourts is proposed in this paper. A funclion representing the relative

importance of the contour segment is defined to take into account the spatial content of the image. By using this

function, the contour can be approximated adaptively. This allows a more general approach than the methods with

the fixed distortion measure. The effectiveness of the adaptive contour coding approach is verified through

experiments.

I. introduction

Most traditional image coding schemes are block-
based algorithms where an image is partitioned into
blocks for processing. Owing to its efficiency, the
block-based image coding approach has been incor-
porated into several international standards such as
JPEG, H. 26x, and MPEG [1]. Despite this wide-spread
use, the performance of block-based coding systems
falls off considerably at low bit rates, exhibiting
blocking and mosquito effects that are very annoying
to the observers. These effects are caused by splitting

the image into artificial blocks without any regard to
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the homogeneity of texture or motion.

To circumvent these shortcomings of block-based
algorithms, the region-based (also refer to as the object-
oriented) image coding approach was introduced [2].
The biggest advantage of this approach lies in the fact
that the image is segmented into regions with similar
texture and/or motion rather than artificial blocks,
thus yielding 2 more natural looking image compared
to the block-based schemes, particularly at low bit
rates.

The major drawback of the region-based coding,
however, is that the shape of the segments (called the
contour) has to be explicitly encoded for each region
whereas in the fixed-size block-based coding, no over-
head is needed since every block has the same shape.

The amount of contour information occupies a
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major portion of the coding rate, and the proportion
becomes even larger as the required rates decrease. In
this respect, the coding of contour information has
attracted much attention with greater emphasis on the
lossy coding of contour points for a higher coding
gain [3][4](5](6].

For the lossy coding of contour points, a fixed
bound on the tolerable error is set for the approxi-
mation. This distortion criterion must be satisfied for
the entire segment contour. However, not every
portion of the contour requires the same degree of ap-
proximation accuracy. That is, by taking the inexact
nature of the segmentation process into account, the
maximum allowable distortion for a single segment
can be varied. In this respect, for a more efficient re-
gion-based coding, we propose a novel contour
coding scheme using an adaptive distortion measure.
This paper is organized as follows;we review the
lossy coding of contours in Section 2;in Section 3, a
new distortion measure with adaptive bounds is
presented ; in Section 4, the contour encoding algorithm
is described ;the results of the experiments are given
and discussed in Section 5;finally, the concluding

remarks are given in Section 6.
. Lossy Coding of Contours

Coding of contour points has attracted much attention
with emphasis on the lossy coding of the points for a
higher coding gain. Though widely used, it is often
impractical to use lossless coding of contour points
such as the chain code (7] because of the high coding
cost and the difficulties in rate control.

There are many approaches to contour approxi-
mation [8][9]. One of the most popular coding method
is the polygon approximation. In this method, a con-
tour is approximated by straight lines, and only those
points corresponding to the endpoints of the lines
(called vertices) need to be coded. There are many
methods (e.g. iterative endpoint fit and split, uniform

bounded-error approximation, etc.) available for finding

the positions of the vertices, but regardless of the
method employed an upper bound on the tolerable
error, called the maximum allowable distortion, has
to be set to control the degree of approximation accu-
racy.

A distortion measure used for the polygon appro-

ximation is,

d(v;, v; +)= max
(x, YIE€S;

(Civi—c)x +(ri—7; . )y + i g ci—7i€i 11)

)
\/(ri-H =7)? +{c; 41 —¢)?
where,
) 10, 1,+,N,~1
N, :number of vertices
v :i-th vertex
S; ordered of contour points covered by a

straight line between v; and v; 4,

(r;, ¢)):coordinate of v;

(x, ¥) :coordinate of a contour point in S;.

N, line segments are needed for approximating the
segment, and the distortion for a partial contour S; is
the longest distance between the approximated line
and the contour points in S;. Here, the distortion
must be less than the given maximum allowable
threshold .., for the entire segment. Then, (1) can
be rewritten as,

D= max {d(v,‘, Ui 4 |)} < dmu' (2)

F€10, 1, N,~1}

In an attempt to approximate the curve in a more
natural looking way, a combined polygon-spline appro-
ximation can be used [4], but the distortion criterion

remains the same.
. Adaptive Approximation Bound

1. New Distortion Measure
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Unless we have an exact segmentation and the
exact reconstruction of its boundary points is critical’,
we can alter the contour of the segment to reduce the
coding rate without noticeable damage to the image
quality. This assumption justifies the use of contour
approximation schemes. In existing region-based coding
schemes, the encoding of contour points is considered
to be independent of the segmentation process.
Though this is a valid assumption, the coding efficiency
can be improved by taking into account the inexact
nature of the segmentation process.

In this paper, instead of setting a constant distortion
bound d,,,, for the entire segment contour, we propose
an adaptive approximation bound where the distortion
bound changes within the segment contour according
to the nature of the segment. The following adaptive
distortion measure is defined for the maximum ap-

proximation bound,

Qoo Wi, v; ) =dg +BW; v 1) 3)

where d, is the base distortion bound and B(v;, v; 1))
is the tolerance level for the approximation interval
which will be denoted simply by 8. By adjusting the
value of B, the approximation constraint becomes
tighter for critical portions of the segment and less so
for other portions. Hence, an adaptive approximation
of the contour points is possible. Note that when f is
constant for all i, the problem reduces to that of a
simple contour approximation with the constant
maximum distortion of dy +p8. Thus, the proposed
adaptive bound allows a more general encoding of
segment contours. The question now is the dete-
rmination of 8. In this paper, we define f§ as a function
of the luminance of the image. The determination of

B is described in detail in the next section.

2. Determination of f
One of the most widely used features in image

processing literature is edge properties. It is enticing
to use edge properties in applications involving
boundaries or contours due to the significance it has
in human vision [10]. By defining g as a function of
the edge strength, its value can be adjusted to reflect
the relative importance of a given partial contour.
That is, those portions with greater visual importance
are more accurately approximated. In this paper,
Canny operator is used to extract the edges [11].
Suppose G,(x, ¥) is a first derivative of a two-
dimensional Gaussian smoothing operator in the

direction n that is normal to the edge.

G
Gulx, y)=—= =n-VG )
an
where,
xZ + 2
G(x, y)=exp [——,l-
20°

o is the standard deviation of the associated probability
distribution.
The edge position is then at the local maximum in the

direction n of the operator convolved with the image,

5
——a‘ Go(x, y)*I(x, y) =0 (5)
n

Substituting in (5) for G, (x, ¥) from (4) we have,

2

d
on?

Glx, y)»*I(x, y)=0 6)

The edge strength is evaluated when (6) is satisfied. In
other words, the directional edge strength is evaluated
only where a zero-crossing occurs. Let us denote the

directional edge strength by E(x, ). Then,

E(x, y)=
aZ
on?
0 , elsewhere @

|G, (x, »)*I(x, )|, where Gx, P)*(x, ¥)=0

! Note that this requires a lossles coding which is not the focus of our study.
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Note that there is no thresholding process to find
single-pixel-width binary edges. A normalized E(x, ¥)

of an image is shown in Fig. 1.

(b)

Fig. 1 (a) E(x, ») of an image (0 =1.0) and (b) the orginal
image.

For a practical implementation of the presented
scheme, f should be set according to the nature of the
segment and at the same time it should not deviate
too far from d,. Otherwise an excessive geometrical
distortion may result. In this paper, the bound on
C - d,, ie., B cannot differ C times the value of the
base bound.

We now define the relationship between the

normalized G, (¥, ¥) and B as,

By, Ui +1)
B, vip))=dp - (I“T) ®)
where,
1
HE= N Y Ex ),
s®  (x,y)eS?
| )
ww;, vig))=—— > E(x, )

A’S“’ (x. nes?

Here, S is the set of all contour points. The
superscript @ means that the set is extended to
include the second-order neighborhood of the points
in the set, and Nge is the number of elements in S?.
In other words, the ratio of local mean and the global

mean determines the value f.
IV. Implementation

1. Object Extraction

A spatio-temporal segmentation is performed to ex-
tract the segments needed for the experiment [15]. The
motion of the extracted objects are estimated using
the 6-parameter model [16]. The method involved in
extracting the segments needed for the contour coding
is not of primary concern and is not addressed in de-
tail. The main focus, rather, is on the effect of
approximated contours on the decoded image quality.
So, with a given set of segments and their motion
parameters, we reconstruct images using the motion

parameters and the approximated contours.

2. Vertex Encoding

In any lossy coding system, the goal is to minimize
the distortion at a given rate or minimize the rate
given an upper distortion bound. An optimal solution
in the rate-distortion (RD) sense for finding the poly-
gon vertices is given in [12]. In this scheme, an iterat-
ive scheme which converges to the optimal solution is
given. This scheme employs a shortest path algorithm
for a weighted directed acyclic graph.
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We can directly apply the optimal procedure with
the new adaptive distortion measure. Note that with
this scheme, we can obtain an optimal set of vertices
for any given vertex encoding scheme. For the exper-
iment we assume that the vertices must liec on the
initial given contour?. Doing so ensures the stability
of the adaptive scheme, i.e., the vertices themselves
have the distortion of zero. The vertices are encoded
using a relative address coding scheme {14]. Temporal

prediction of contour points is not performed.
V. Experimental Results

The new contour coding algorithm using the adaptive
approximation bound is compared to that using the
fixed distortion bound for 30 frames of QCIF clair
sequence. To find the edge strength, the standard
deviation of the Gaussian filter is set to 1. Edge thin-
ning is not necessary since the goal is not on finding
the exact location of the edges but on finding the
relative edge strength. For the fixed bound scheme, d
max IS set to 2.0, and for the proposed method d is
adjusted to match the rate of the fixed distortion
bound scheme. Fig. 2 shows the results compared to

that of using the fixed distortion bound.
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Fig. 2 Performance comparison.

The absolute PSNR values of decoded images

themselves are not of great significance since the pur-

2 This is not a necessary condition {13].
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pose of the experiment is not on proving the effective-
ness of the entire coding system, but on investigating
the performance of the adaptive contour coding
scheme compared to the one with the conventional
fixed distortion bound. In Fig. 3 the achieved gain

using the adaptive scheme is shown.
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Fig. 3 Achieved PSNR gain.

An example of the shape approximation using the
adaptive bound in comparison with the fixed bound
is shown in Fig. 4. The region corresponds to the
nose and mouth area. This figure clearly shows the
advantage of using the adaptive bound. The dots rep-

resent the locations of the vertices. As can be seen,

() original

contour
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{c) fixed
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Fig. 4 Shape approximation using the adaptive bound.

where the edge strength is relatively weak a vertex can
be removed without any noticeable difference, and
around the region with stronger edge strengths the
approximation results are the same. Therefore, by
using the proposed shape approximation scheme the

object shape can be approximated more efficiently.
V. Conclusion

An adaptive approximation bound for a lossy
coding of segments has been presented. With the as-
sertion that a fixed contour distortion criterion does
not necessarily lead to a better image quality, the ef-
fectiveness of the new adaptive approximation bound
was verified. Experimental results showed that at the
same rate the adaptive bound leads to better image
quality in terms of PSNR. For further studies,
improvements in determining § which can reflect the

relative importance of contour points is necessary.
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