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Abstract

Application of the Filtered-X LMS adaptive filter to active noise canccllation requires to estimate the transfer
characteristics between the output and the crror signat of the adaptive canceler. In this paper, we derive an adaptive
cancellation algorithm and analyze its convergence behavior when the acoustic moise is assumed 1o consist of multiple
sinusoids. The results of thc convergence analysis of the Filtered-X LMS algorithm indicate that the effects of paramcter
estimation inaccuracy on the convergence behavior of the algorithm are characterize by (wo distinct componcnts:Phase
estimation error and cstimated magnitude. In pasticular, the convesgence of the Filtered-X LMS algorithm is shown to be
strongly affected by the accuracy of the phase tesponse estimate. Simulation resubts of the algorithm are presented which

support (he theoretical convergence analysis.

k. Introduction the error signal of the adaptive canceler must be esti-

mated and the result be used in the adaptive algorithm.
Adaptive approaches have widely been vsed in active

noise cancellation applications in which the unwanted

noisc sound is adaptively synthesize with the equal e Acoustic Path
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amplitude but opposite phase, resulting in the cancellation — Channel o
of the acoustic noise as shown in Fig. L. Noise " T o
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other non-acoustical sensors such as tachometeis or ac-
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output feedback to the input microphone ts removed [1].
For instance, periodic noiscs to be cancelled can be gen- N

Error \_l[/

Measurement
Noisc |

erated using its fundamemal sinvsoid. The adaprive filter
output derives the loudspeaker in such a way that the
aconstic noisc and the loudspeaker output can be

summed to null at the error microphone. Figure 1. Basic adaptive active noisc canceler configuration.

Although any adaptive algorithm can be used in Fig,

1 is not appropriate. The reason is that the acoustic path In many practical applications, the acoustic moise (o

between the filter output and summation point of the be cancelled is gencrated by rotation machines and thus

error signal is frequency sensitive, which acts ro distort can be modeled as the sum of a fundamental sinusoid

the phase and magnitude of the error signal. In tumn, the and its harmonics [5). In this paper, we derive an ad-

distortion of the phasc and magnitude in the error path aptive canceller structure and  analyze its convertgence

can degrade the convergence performance of the LMS
algorithm. As a result the convergence rate is lowered,
the residval error is increased, and the algorithm can
cven become unstable, For these reasons, it is necessary
to use the so-catled Filtered-x LMS algodthm [4] for
which the transfer characteristics between (he output and
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behavior when the acoustic noise can be modeled as the
sum of a fundamental sinusoid and its harmonics [6][7].
The convergence analysis is focused on the cffects of
parameter cstimation inaccuracy on the performance.
Following the iniroduction, we give a brief de-
scription of the underlying systemn model in Section 1.
The results of the convergence analysis and the simul-
ation are presented in Sections T and IV, respectively.

Finally we make a conclusion in Scction V.
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II. System Model

Since the loud speaker-air-microphonc path of Fig. 1
is linear, one can easily get the equivalent system as
shown in Fig. 2. When the noise consists of the multiple
sinusoids only, the acoustic and loudspeaker-acoustic-
microphone  paths can be described by the multipte
in-phase (/) and quadrature (Q) weights as shown in
the upper branch of Fig. 3. For the m-th sinusoidal noisc
the adaptive canceler structure also becomes to have two
weights @, ,{(n) and @y ,(2), with] and Q inputs,
X a(n) and xg (2}, respectively. Thus the output of

the m-th canceler, y, (), is expressed as
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Figure 2 Recarranged form of canceler for lincar system,
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Figure 3 The diagram for the adaptive active noisc can-
cellation system.

Il 9) = @1 W) X1 (0} + 05 {0} xg m(#) (1)
where

xp (7)) = Aycos(@,n+ ¢, A ,c08 U, (n),

Xo.m( ) = Apsin{@,n+ @2 A,.sin ¥, (n),

m  branch index = 1, 2, 3, .., M,

n  : discrete time index
A © amplitude,
w,, ' nommalized frequency,

¥, © random phasc.

Also, referting to the notation in Fig. 2, the error signal

& n) is represented by

An)y= ﬁl[cl.mé/.m(ﬂ)"‘Co.méu.mw] + i n)

= - mgl[A,,,{c,,,,cos V. {m+ €y msin ¥, (n))

{wl, m( ”) - w;m}] (2)

— Mil[/l,,.{ Cp.wsSIn ¥ n) + g cos ¥, (7))

{@g w(7) = @Yy n}] + 2 7)

where

ehmae(m = 3o {du(n)— yu( ),

m=|

€. : 90" phasc-shifted version of &,

7 n) . zero-mecan measurement noise.

Assuming that @;,(») and @y .(n) arc slowly time-
varying as compared to  x;,(n) and xy,.{(n}). the

phase-shified output is given from (1) by

Yo min)= i](w’,m(") X, ml 1))

= 3)
- mﬁ_:]/l,.(w;_...( 7) sin ¥ n) - wo ol 1) cos Fn)).

From (1), (2), and (3), one can obtain as LMS weight

update equation by minimizing e n) and using a gr-
adient-descent method as

@t 1) = @ (n) +peln) {cpnx; ol W+ comxy i},
@omnt )= @y (D) + e {ci X 1)+ Comxs ),

(4

where m=1, 2, .., M and g is a convergence constant.



It is noted that to implement the filtered-x LMS

algorithm of (4), (he values of ¢, and ¢, must be cst-

imated [8). In the following, we analyze the cffects of

replacing ¢;,, and ¢y, in (4) with &, and &, on

the convergence behavior of the canceler.
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Figure 4. Timc consiant;
{a) mecan of the weight crror magnitude,
(b} summed variance of the weight crrors.

111. Convergence Analysis

A. The mean of weight error (Magnitude)
To see how the adaptive algorithm derved in (4)

converges for inaccurate &, and &g, we first in-
vestigate the convergence of the expected values of the
adaptive weights. From the underlying signal model (Fig.
2}, Elwra(n)] and E [@g (n}] are expected in the

stcady state o have w,, and @ .. respectively. To
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simplify the convergence equation, we may introduce two

weight etrors as

Vi) 2 0 nln) — win
)
and vyl 2 o, .(n) T wy.
Then, from (2), (5) and Fig. 2, we get
r () = —op () x; {0 — vy WA ndxy (n),
(6)
Gumn) = — v m(Wxy A0+ o (mx ().

Inscrting (5) into {(4), we have

Dipdin+ 1) = 0y ) b el g (W) HE Gy mxg m{m},
gl A+ 1)= g () b € X m(B) + &y s ml 7)),
(N
Rearranging (7) with (2) and (6), taking expectation
both sides of the resultant two weight ermor equations,
we can ger the following convergence equation based on

the independent assumption on the underlying signals;

xu(n), ®n), v, and v, That is,

(Flmziil)= (5 &) (Ehuian) @

where  a,, £ I._%_ﬂmA:Eﬂ(CI_mél.m‘{' ComCemds

1 2 g ~
Bm =3 -2' /lmAm(‘-'!.m Cu.m_cl.mcv.m)'
Here, defining gain and phasc response parameters as

{2 .2
gmﬁ: (.-f‘m+(.¢."m.

-~ 52 .2
o = \/c!,»v—*.c(.l_ms

N 1y £Qm

0. & tan (—C;.... )

. Com

and ¥, 2 tan l(_AQL).
fom

a,, and 8, in (B) can alternatively be exprcssed as

&y o l_%/‘imAer{nng%‘:‘ozm

II>

B % AL i 08 B8, (9

where  af. £ 8. ,.— 0.,

Also, using similanity transformation we can convert
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(8) into the transformed domain as

(Efetm =" L et i)

(10}

where

A= Him A nBul €05 A 0pmt jsSiN A0 ) & = LQ.

It should be noted from (10) that since A, ,'s are

complex values, so are the transformed weight errors.
Therefore, we consider the conrvergence of the magnitude
of the wansformed emor as

Pimnt D) = [1=A; 1 p. m(n). i=1G (1

where P:,m(”) £ IETD,‘m(n)]I.

We can see from (11) that he magnitude converges
exponentially to zero (i.e., E[w; (m] to w;,} under

the following condition

M1—A4, . <2 v, i=1¢ (12)

Squaring both sides of (12) yields
= fhn ALy & Lo cos&@(.m+-}ui.‘4?.g2..u‘z...< 1

4cos A8,
AL Bmtm

0 < gy, < o < x;,<1 (13)

where

ﬂmAigmﬁm
Xj, & HmEnIR
‘ 4 cosHr 8,

The time constant of the exponential convergence is

derived from the following:

e—lh,_- = |- 1
Tim

=(1~-A4;,| forlarg z;, i=1Q (14)

From (11) and (14) we get

- 1
1"\/1‘_ﬂm44:n:ngmgm C()Sfﬁa(,w + ,} ﬂgnA:!mg“:wégw

T)m

. |
= (15
1-V1—4x,, (1—x,,)cos28,, )

where { = 7 and Q.

B. The sum of the squared weight errors

Next we investigate the convergence of the mean-squ-
arc-eror (MSE), E[¢*(#)]. Using (2), (6) and (8) we
can cxpress the MSE as

E e (m] = ﬁle‘f,,(n)wLaﬁ

:% 21Af,,gf,,em(n) + & (16)
where
& = B4l
Enin) 2 E[v] m)] + E]vgnmin)].

It is noted from (16) that the convergence study for
the MSE is equivalent to that for the sum of the mean-
squared weight errors. Inserting (5), (2) and (6} into (4),
squaring and (aking expectation of both sides of the
result yields

Ennt1) = v, &) + 8, a7

where

>

Ym ! _umA?ngmgm CosAal,m

+%ﬂ3.Ai,gi.izi (9—cos(228, )],

P

8n 2 ph AL &R
Thus, when || <1, (17) has the solution as
1— 7
En(M= 7" 6(0) + T2 B (13)

Tm

Consequently, the convergence condition of the som of
the squared weight errors can be obtained from(18).

| 7m | < L 19)
Solving (19) yields

e of < X, <1 (20)

where

2 Em é\-m (9— COSZ&G;_ml
xm‘.cﬁ #mAm 16 cosaﬁc. .
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The time constant of the exponential convergence is
derived from {18) and (14).

- 1
e im AL Bmlcos A0, ,—€)
- — 3o menbu, @n
lﬁxm,.\' ( 1 X s ) cos "M 94'. m
where
£ & % P AL g B (9= €082 8, ).
We can obtain the steady-state value as
EM(OO) = 6m / (l_ym)
e M EnGy
" gmlcos @, ,, — €}
16 X », 5 6"‘] (22)

AL (1= 2 29— cos208, .}
The results of the convergence analysis are summatiz-
cd in Table [.

IV. Simulation Results

Results of computer simulation are presented in this
scction along with thosc of the theoretical analysis of the
Filtered-x LMS algorithm in section M. For convenience,
we consider a single sinusoid case. The input signal

x(#n) and desired signal d(n) arc given as

2407,

+ v.) 1 cog(-ﬁim + ¢>:] ]

d(n)= }JI {@hmxr Bt @ mxgmim) )
= 0.6x,,(a)=0.0xy () +0.3x;,(a1)~0.3x4,(n).

(23)
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where (he sinusoidal trequencies of the sinusoid and sam-
pling were 120 Hz, 240Hz and 2KHv, respectively. The
variance of (he zero-mean measurement noise was 0.001,
The

results  were

initial weight values were all zeto. The simulation
100G

dependent nens. The convergence constant e was 0.002.

obtained by cnsemble  averaging in-

Fig. 5 show the leaming curves obtained {rom the

analysis  and  simulation of the summed vanatce of
weight crrors when the phase errors |~ @) are (1) O
2y 45" |, (3) 60" , and (4)75°
circle . analylical resulis §
sohic ine  simulation recuits l
- .
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Figure 5. Lcaming curves of the summed variance of the

weight crrors.
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It can be seen from (he figurc that the theoretical
results for the summed variance behavior agree well with
the simulation result. We can also see that, the convert-

gence speed is (he fastest for | &4, | = O
V. Conclusion

We can easily see from Table I that the effects of

paramcter estimation inaccuracy on the convergence be-

Table 1., The results of the convergence analysis of the Filicred-x LMS algorithm,

mean of weight crror (Magnitade) Summed variance of weight errors
- tm A it Lt A fmitnd @ cos (2001
T ™ Reos 0, m AL 16cos A2,
7 Ge ?
0¢gu,c 36820 m O g —i 0O Ml
Stability condition Attt AT w9 —cos(27 0, )
or 0 < xm <1 or 0 Cx <1
T qan 1 o Geos(@a0, L)
me constan 1-V1 A AL X, 45 Py 1620 | = 2.2 COG 2 O, o
Wt oy
Stcady-state valuc 0 A s (l—xm o S easii ..q)l
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havior of the fittered-x LMS algorithm are characterized

by (wo distinct components:Phase cstimation error 48,
and estimated magnitude . In particular, |2 @, | should
be less than 90° for convergence. It is, however, noted

that once x, or x, is selected, the convergence tums out
to be determined only by A @,. The convergence speed
is the fastest for x=1/2 regardless of ~8.. When
~n#.=0 and g = g the convergence rosult becomes the

samc as the LMS case. In conclusion, the convergence
of the Filtered-x LMS algorithm is shown to be strongly
affected by the accuracy of the phase response estimate.
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