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Abstract

This paper proposes a feature cxtraction method wsing wavelet transform for speech recognition. Speech recogaition sys-
tem generally carries out the recognition task based on speech features which are usually obtained via time-frequency
representations such as Short-Time Fourier Transforrn (STFT) and Linear Predictive Coding (LPC). In some respects these
methods may not be suitable for representing highly complex speech chataceeristics. They map the speech features with
same time and frequency resolutions at all frequencies. Wavelel transform overcomes some of (hese limitations, Wavelet
transform captures signal with fine time resolutions at high frequencies and fine frequency resolutions at low frequencius,
which may present a significant advantage when analyzing bighly localized speech events. Based on this motivation, this
paper investigates the cffectiveness of wavelet transformy for featuce extraction focused on enhancing speech recognition.

The proposed method is implemented using Sampled Continuous Wavelet Transform (SCWT) and its petformance is
tested on a speaker-independent isolated word recognizer that discems 50 Korean words. In particular, the cffect of mother
wavelet employed and number of voices per octave on the performance of proposed method is investigated. Also the
influence on the size of mother wavelet on the performance of proposed mcthod is discussed. Throughout the cxperiments,
the performance of proposed method is compared with the most prevalent conventional method, MFCC (Mel-Frequency
Cepstral Coefficient). The cxperiments show that the rccognition performance of the proposed method is better than that of
MFCC. But the improvement is marginal while, due to the dimensionality increase, the computational loads of proposed

method is substantially greater than that of MFCC.

1. Introduction

The error-frec speech recognition system has remained
unattainable over the years, Commercial systems have been
developed to handle small to medium vocabulary with
moderate performance. Large vocabulary systems able to
handle 6,000 to 10,000 words have been developed and
demonstrated under laboratory conditions. However, all
these systems suffer severe degradations in recognition
accuracy when there are any deviations between the con-
ditions where the systems are trained and the conditions
where the systems are tested. Factors causing these dif-
ferences are as follows: (1) speaking style, (2) linguistic
content of the task, and (3) environment [1].

Among these factors, robusmess to the cavironment is
an essential requirement for the widespread use of speech
recognizer. Environmental factors are additive background
noise, convolutional channel distortion ete. To make a re-
cognizer more robust to cnvironment, the following four
types of approaches are known to exist:

{1) Speech enhancement {2},
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(2) Robust feature cxtraction [3),

(3) Robust distance measure [4}, and

(4) Model-based compensation [5].

This paper focuses on the robust featurc extraction
employing wavelet fransform.

All speech recognizers include an initial signal proces-
sing front-end required to extract important featutes from
the speech waveform that are rclatively insensitive 1o
talker and channcl variability vnrelated to speech message
content. This first stage also reduces the data rate for later
stages of the recognizer and attempts to decrease redund-
ancy inherent in speech waveform. Vast majority of front
ends is based on the standard signal processing techniques
such as filter banks, lincar predictive coding (LPC), homo-
morphic analysis {(cepstral)[6]. There has also been interest
in front-ends based on known properties of the human
auditory systemy. Some of these front-ends are linear bul
with paramcters that correspond to auditory properties,
Front-ends based on the auditory system have been shown
t0 outperform morc conventional signal processing sche-
mes for speech tecognition tasks [7]. Recent work has
also explored the use of data reduction techniques such
as linear discriminant analysis (LDA) to generate reduced



featurc sct [8]. Such techniques have shown to be suc-
cessful in speech recogmition tasks, especially when noise
or spectral tilt degrades speech. Among these front ends,
most popular methods are LPCC (Linear Predictive Cep-
stral Coefficient)[9], Pcreeptual Linear Prediction {PLP)[ 10,
and Mel-Frequency Cepstral Coefliciemt (MFCC) ete. [14].

Speech recognition systems  generally camy owt some
kind of recognition tasks bascd on speech features which
arc usually obtained via time-frequency  representations
such as Short Time Foutier Transtorm (STFT) or Lincar
Predictive Coding (LPC) techniques. In some  respects,
these methods may not be suitable for representing speech.
They assume the signal stationarity within a given time
frame and may thercfore lack the ability o amadyze Jocal-
ized events accurately. In other words, they analyze all
frequency components of a signal with same time and
frequencies resolutions. Wavelel wansform overcomes some
of these limitations; it can provide fine time cesolutions
at high frequencies and betier frequency  resolutions ac
lower frequencies. This (akes (he best features of narow
band and¢ wide band analysis and places it an one trans-
form. Better time resolutions at high frequencies will allow
more precise location of the beginning of an uerance
and short time features will not be smeared by averaging
that is inherent in the conventional mcthod(12]-[19]. Based
on these wotivations the paper proposes a  teature ex-
traction method using wavelet transform and investigates
its effectiveness tor speech recognition by varying wave-
les parameters.

This paper is organized in four scctions. After a bdef
introduction in Section [, Section 2 describes the proposed
feature extraction method using wavelet transtorm. Scction
3 presents the experimental results of speech recognition
based on the proposed method. A concluding remark

commenting on the findings is provided in Section 4.

I1. Proposed Feature Extraction Method:Wavelet
Transform based Cepstral Coefficient

The proposed method, Wavelet Transforn based Cep-
stral Coefficient (WTCC), extracts mlormmation in cepstrum
domain and its caleulation procedure is very similar o
MFCC. WTCC uses wavelet transform in order (0 obtain
power specirum instead of STFT in MFCC. The power
spectrum obtained by wavelet transform has fine (ime re-
solutions at high frequencies and fine frequencies at low
frequencies while the power spectrum via STFT has same

time and frequency resolutions at alt frequencics

2.1 Emploved wavelet transform: Wavelet coelfic-

jents arc obtained by computing (he comefation between
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each wavelet and the signal. The DWT computes wavelel
cocfficients on a dyadic grid. This makes i difficuli w©
usc DWT as a part of feature extraction for HMM-based
speech recognizer because specch recognizer of this type
requires  frame  synchronous input data. In other  words,
input data rate must be same at all scales. The Sampled
Continwous Waveler Transform (SCWT), a variation of the
DWT meets this condition. Theretore, SCWT is cmployed

for our fcature extraction. The SCWT is given by

)

SCWI' . W =a * 3 p(E ) k) M
aQ

By restricting a shift factor, n, 10 a fixed value, this trans-
form will generate frame-synchronous coefficients in a re-
dundant fashion but still retains the features that are off-
cred by the wavelet ransform. Tt is common 1o discretize

n e

the scate parameter by choosing « = gy where v s

the number of voices per octave [20].

2.2 Mother wavelet: Windowed modulated wavelers
have been widely used in speech analysis. Cxamples in-
clude Morlet waveler (Gaussian window), Hanning window,
and Hamming window. Morlet wavelet has no scaling
function but is explicit. Hamming window is widely using
n specch analysis with its peak side lobe of 41dB below
the main lobe. Hanning widow has been used in wavelet
analysis with its peak lobe being 31 dB below the main
lobe. It is imponant o choose a wavelet lunction that
suits  the  applications, Modulaton of window  lunctions
abtows the control of the center frequency and bandwidth
of the wavelet. We explore how  differently  modulated
window functions may affect the recognition performance

due to he different frequency and time responses.

2.3 Construction of SCWT: In our implementaiion,
the frequency range 10 be covered is from 300 to 3400
Hz because the speech is sampled at 8 KMz and is band-
limited to the {requency band by (elephone line. Morther
wavcelet s modulated to 3300 Hz and dilaced in order to
analyze lower freguencies. This requires 3 octaves of wa-
velets and several voices per octave are used (o resolve

the [requency components of speech between actaves.,

2.4 Feature extraction procedure of WTCC: Feature
extraction  procedure  using WTCC v very  similar to
MFECC, Instead of STFT, Mcl-scale tilter banks in MFCC,
the WTCC uses SCWT 10 extract energy of each [requ-
ency band. The feature extraction procedure (Figure 1}
using WTCC is as follows:
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(1) The input speech signal is sampled at a frequency
of 8 kHz.

(2) A pre-emphasis filter H(z)=1 -0.97z !
to thc sampled speech.

is applied

The pre-emphasis filter is used to reduce the effects
of glottal pulses and radiation impedance and to
focus on the spectral properties of the vocal tract.

(3} For cach time shift, wavclet-based spectral cocffic-
ients are derived using SCWT (Sampled Continu-
ous Wavelet Transform).

(4) The magnitudes amd logarithms of these coufficients
are taken to yield log-encrgy outputs, which repre-
sent the log-energy of cach (requency band.

(5) Discrete Cosine Transform (DCT) (Equation 2) is
applied to these log-energy outputs, yielding cepstral

cocfficients.

(4] ='2'} X1 cos (kGi+ ) 5 | @

where N = the number of wavelets
X.[i] represents the log power owput of

* wavclel at time shift, ¢, and

the 7
x,[ A} represents the £™ cepstral coefficient

at time shift, £

In our implementation, the number of cepstral cocffic-

ients is 3.
Speech Sampled Take

. Discrete
Signal Continuous Magnilude

Pre-emphasts — Cosine WICC
Sampled Wavelet and
Tronstorm

at BhH: Trapstorm Logarithm

Figure 1. WTCC Block Diagram.

III. Experimental Results

This section describes the speech recognition system
used for experiments and presenis the results of the re-
cognition performance vsing WTCC.

An isolated word recognition system that discerns 50
Korean words is implementcd for experiments. The base-
line system (Figure 2) is based on Discrete Hidden
Markov Model (DHMM). Each word is modeled by a
30-state lefi-right HMM. The feature vector is composed
of 4 sets:

(1) 12 cepstral coefficients,

(2) 12 Ist-order derivatives of copstral coefficients,
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(3) 12 2nd-order derivatives of cepstral coefficients,
(4) 1st and 2nd-order denivatives of power.
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Figure 2. Bascline Specch Recognition System.

The vector quantization (VQ) codebook size of cach
feature set is:
(1) cepstral coelficients, 1st derivatives and 2nd deri-
vatives . 256,

(2) Ist and 2nd-order derivatives of power: 64.

Our training and rcoognition tests are performed using
the database for VDS (Voice Dialing System). Being
collected via telephone line, the databasc are sampled at
8 k#Hz and band-limited to the frequency range from 300
to 3400 Hz. They are contaminated by additive non-stat-
ionary background noise and convolutional channel distor-
ton, which is caused by communication channel and
microphone. The database consists of 08 speakers from
10 1o 50 year-old females and males. Among the data-
base 1169 words from 63 spcakers are used for training
and 1t words from § speakers are used for recognition

1esLS

3.1 The effect of the number of voices per oct-
ave in SCWT on the performance of WTCC: Coll-
ected over telephone line, the database used for the ex-
periments are sampled at 8 kH: and band-limited to the
frequency band from 300 to 3400 Hz. It requircs 3 oct-
aves of wavelets (o cover this frequency range and several
voices per octave 10 resolve the frequency components of
specch. The number of voices may affect the perfor-
mance of WTCC due to different frequency resolutions.
So the effect of the performance of the WTCC with re-
spect to the number of voices is investigated. The num-
ber of voices used for the experiments is 6, 7 or 8 and
the corresponding number of wavelets of SCWT is 18,
21 or 24. Figurc 3 visvalizes the cffect of the number of
voices on the scalogram via SCWT. Table | shows the
recognition rates of WTCC with respect to the number
of voices. The mother wavelet cmploycd for these exper-

iments is 8ms Morlee wavelet. The recognition  results
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show that the increased number of voices per octave
improves the recognition performance due to finer frequ-

ency resolutions.

Figire 3. Scalogram of a Korcan word “Harabujy™ with respect
1o the number of voices; (a) 6, (b) 7, and {) 8.

Table 1. Recognition rate of WTCC with respect to the nomber
of voices per oclave.

Number of voices 6 7 8

Recognition Rate (%)
Topl 81.98 84.68 85.58
(Top2) {90.09) {96.39) (96.39)

3.2 The effect of mother wavelet on the perfor-
mance of WTCC: In implementing SCWT, it is import-
ant to choose an appropriate mother waveler, which suits
the application. Different mother wavelets may affect re-
cognition performance due to different frequency and time
responses. So, the cffect of 3 different mother wavelets
on the performance of WTCC is investigated. Moiher
wavelets used for experiments are Morlet window (Gaus-
sian window), Hamming window and Hanning window.
Figure 4 shows the differences among the scalograms re-
sulting from different mother wavelcts uvsed. The number
of voices per octave used for these cxperiments is 8 and
ihe size of mother wavelet ts Sms. Table 2 shows the
recognition tests of WTCC with respect to 3 diffesent
mother wavclets. The results indicatc that Morlet wavelet

gives WTCC the best performance.

3.3 The effect of the size of mother wavelet on
the performance of WTCC: The size of mother wavelet
determines the time and frequency resolwion of WTCC,
The smaller size of mother wavelet gives WTCC finer
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Figure 4 Scalogram of a Korcan word “Harabujy" when mather
wavelets arc; {a) Morlet wavelels, (b} Hamming
window, and (c) Hanning window.

Table 2 Recognition rates of WTCC with respect 1o different
mother wavelets.

Mather wavelet Morlet Ha.mmmg Hapnmg
wavelet window window

Recognition Rawe (%)
Topl 8S5.59 83.78 83.78
(Topl) (96.39) (92.79) (93 69)

time resolutions but tncreases computational loads. Finer
time resolutions may improve the pedformnance of WTCC.
So it is necessary fo investigate the effect of the size of
mother waveler on the pedformance of WTCC. In this
experiment, we change the size of mother wavelet from
8ms (0 6ms and check the performance of WTCC. The
corresponding Sizes of time shifts are half of the sizes of
mother wavcelets. Mother wavelet used for (his experiment
is Morlet wavelet and the number of voices is 8 Figure
5 visualizes differences between scalograms of a Korcan
Word “Harabujy” when the size of mother wavelet is 8,
6 or d4ms. The Figure 5 shows that the size of mother
wavelet plays a role on improving the time resolutions.
Tablke 3 presents the recognition rates of WTCC with
respect to the size of mother wavelet. The results show
that the smaller size of mother wavelet improves the per-
formance of WTCC.

3.4 Comparison of WTCC with MFCC : Experiments
conducted a comparative test for recogmition performance
of WTCC with the mwost popular conventional method,
MFCC. Table 4 shows the resufts of these cxperiments.
MFCC  parameters used for these experiments are  as
fallows;

(1) Number of filter banks: 24,

(2) Window size: 25 ms, and
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(3) Frame rate: 10 ms.
The WTCC employed uses Morlet wavelet and 8 vo-

ices per octave.

Rueot other wieivls drs

Figure 5. Scalograms of a Korcan word “Harabujy” with dif-
ferenmt sizes of mother wavelet; (a) 8 ms, (b) 6 ms,
and {c) 4 ms.

Table 3. Recognition rates of WTCC with respect 1o the size
of mother wavelet.

Size of mother wavelet (ms) 8 6

Recognition Rate (%)
Topd 85.59 88.29
(Top2) (96.39) (96.39)

Table 4. Recognition rates of WTCC and MFCC.

Feature extraction WTCC MECC
Recognition rate (%)

Top] 8829 87.39

(Top2) (96.39) (94.59)

The result shows that topl and top2 recognition rates
of WTCC are higher than that of MFCC, but the impro-
vement is marginal. The reasons for WTCC not being
able (o give significant improvement over MFCC despite
of finer time resolution are interpreted by the following
reasoning :

(1) The main difference between WTCC and MFCC is
different time resolution. WTCC has fine time re-
solutions at high frequencies, while MFCC has same
time rcsolutions at all frequencics. Figure 5 repre-
sents the differences between the mel-scale spectro-
gram via MFCC and the scalogram via WTCC. In
the implementation of WTCC, the size of mother
wavelet is changed from 8ms to 6ms. I is consi-
dered that this size of mother wavelet is not short

enough to give enough fine time resolutions at
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high frequencies and may not result in significant
improvement of the perfortmance of WTCC over
MFCC. Since choosing an even shorter size will
make WTCC impractical due to the increased pro-
cessing time, the shotter sizes are not considered
in these experiments.

(2) Speech recognition can be thought of as being per-
formed by locating the formants of speech. There
are about the first three formants of significance.
These three formants arc located at low frequencies.
So, the analysis of WTCC with fine time resolut-

ions at high frequencies does not give significant

advantages over MFCC.

Figure 6. (a) Waveform, (b} Mel-scale Spectrogram and (c)
Scalogram of a Korecan word “Harabujy™.

3.5 Comparison of WTCC with MFCC compensat-
ed with CMS(Cepstral Mean Subtraction): The use of
the convolutional channel distortion compensation method,
CMS, results in a higher recognition rate in MFCC. To
verify whether this is (he case also in WTCC, an cxper-
iment of applying CMS to WTCC is performed. Table 5
shows the results of the experiments. The results suggest
that applying CMS to WTCC indeed improve the recogn-
ition performance. In this case, the top] rccognition rate
of WTCC is about equal to that of MFCC while the top2

recognition rate indicate an improvement over MFCC.

Tableé 5, Recognition rates(%) of WICC and MFCC compens-

aled by CMS.
Feature exiraction WTCC + CMS MFCC +CMS
Recognition raic (%)
Topl 89.19 89.19
{Top2} (96.39} (95.50)

3.6 Comparison of WTCC and MFCC on compu-



tational load: A comparison of the compmtational load
of WTCC and MFCC can be made dircctly by counting
the number of data points involved in the compuiation of
coefficients in each frame. The frame rate involved n
each method represents the amount data consumed fo
generate 13 cocfficients/frame. The frame rate essentially
indicatcs the period of producing a frame wonth of data.
Both WTCC wnd MFCC produced 13 coellicienmsf{irame.
The frame rates of WTCC and MFCC are shown in
Table 6. From Table 6, it is readily scen that WTCC
(8ms) produces 10/4 times larger data amount than tha
of MFCC while WTCC(6ms) produces t0f3 times larger
than that of MFCC. Accordingly, the result reflecis that
WTCC requires stiffer computational load than MFCC.

Table 6. Frame ratie of WTCC and MFCC.

Featur WTCC WTCC
Sealure . . .
” MFCC (sizc of mother {siz¢ of mother
cxtraction .
wavelct = 8ms ) | wavelet ~ 8ms )
Frame rare ! 10 ms 4 ms I ms J

1V. Conclusions

This paper proposed a wavelet transform based (eature
extraction method for speech recognition and presented a
comparative analysis on the results of recognition rates
using the proposed method. The  proposed  method,
WTCC, extracts spectral information using waveler trans-
form instead of the conventiona) methods such as STFT
and LPC. The investigation is motivated o cxploit the
strengihs of Wavelet transform having several advantages
over the conventional methods. Wavelet transform  cap-
tures signal with fine ome resolutions at high frequencies
and better frequency resolutions at low frequencies, while
the conventional methods amalyze the signal with samc
time and frequency resolutions at all frequencies. Based
on this antcipation, this paper focused on the efiectivencss
of wavelet transforin for feature extraction for speech re-
cognition.

The proposcd method is implemented uwsing Sampled
Continuous Wavelet Transform (SCWT) and  pencrates
coefficients in cepstrum domain. The perfortnance of the
proposed method was measured with a speaker-indepen-
dent isolated word recognizer that discerns 50 Korean
words using speech database for voice dialing service. Tn
particular, the effecct of mother wavelet and number of
voices per octave in SCWT on the performance of the
proposed method was investigated. Also the influence of
the size of mother wavclet on the perfonmance of the

proposed method was cxplored. The performance of the
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proposcd method was compared with the most prevalent
method, MFCC. Through the experiments, il has been
determined that the Mot wavelet as 4 mother wavelet
gave the best performance  among  candidale  wavelers.
Also, greater the number of voices per octave improves
the performance of the proposed method duc w its
ability for finer frequency range analysis. In additen,
shortening the size of mother wavelet gives the proposed
method finer time rtesolutions amd improves s peror-
mance. A comparison of the proposed method with MFCC
shows that (he performauce of the proposed method is
bewer than that of MFCC. Bul the improvement is marg-
inal while, due to the dimensionality increase, the com-
putational load of the proposed method is substantially

greater.
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