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STABILITY OF A CLASS OF pTH-ORDER
NONLINEAR AUTOREGRESSIVE PROCESSES

CHANHO LEE

ABSTRACT. Criteria are derived for the existence of a unique invari-
ant probability distribution of a class of nonlinear pth-order autore-
gressive processes, which reformulate those of Tweedie’s. It will be
shown that the criteria in this paper are easily applicable to the lin-
ear or piecewise linear case so that some of the earlier results are
immediate consequences of our main results.

1. Introduction

Consider a nonlinear pth-order autoregressive process {X, : n > 0}
defined by

(11) Xn+1 = h(Xn—p+1) e aXn) + a1 (n Z P 1)$

where h is real-valued Borel measurable function on R?, {7, :n >1} is
a sequence of i.i.d real-valued random variables, and {Xy, X1, -+ , Xp_1}
are arbitrarily prescribable real-valued random variables independent of
{nm : n > 1}. We are mainly interested in the case p > 1. By vectoriza-
tion of (1.1), we have the associated Markov process {Y, : n > 0} on R?
defined by an arbitrarily specified random vector Yy with values in R?,
independent of {n, : n > 1}, and by

(1.2) Yoi1:=f(Ya) +enn (n>0),
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where f : R? — RP and ¢, are defined by

Y2 0

)  fw=| |, =] @21
Yp 0
h(y) Tn

Here y = (y1,y2," - ,¥p) € RP. It is convenient to read off the asymp-
totic properties of the stochastic process {X, : n > 0} from those of
{Y, : n > 0}. Let B® denote the Borel sigma field on R?, and p(z, dy)
(or p(z,A), A € BP) the transition probability of Y,. More generally,
p™(z, dy) denotes the n-step transition probability of Y,(n > 1), so that
p(z,dy) = pV(z,dy). Let )\, denote Lebesque measure on (RP, B?). A
probability measure 7 on (R?, BP) is said to be invariant for {Y, : n > 0},
or for p(z, dy) if

(1.4) /R Pl A)n(ds) = 7(4),  AeB

The Markov process is ¢-irreducible with respect to a nontrivial mea-
sure ¢ on RP?, if for every A € B? with ¢(A) > 0 one has

Zp(")(:c, A)>0, zeRP
n>1
A set B € B? is said to be small (with respect to ¢) if ¢(B) > 0, and
for every A € B® with ¢(A) > 0 there exists j > 1 such that

j
i (n)
(1.5) iIellfa;p (z,A) > 0.
A ¢-irreducible aperiodic Markov process with transition probability
p(z, dy) is said to be (Harris) ergodic if there exists a probability measure
m such that

(1.6) ||p™(z,dy) —n(dy)]| — 0 as n— oo, z€RP

Here || - || denotes the variation norm on the Banach space of finite
signed measure on (R?, B?).

If (1.6) holds then = is necessarily the unique invariant probability
for p(z, dy). The following theorem of Tweedie in [5] provides one set of
sufficient conditions for (Harris)ergodicity.

228



Stability of a class of pth-order nonlinear autoregressive processes

THEOREM 1.1. Suppose that the process {Y,, : n > 0} is ¢-irreducible
and B is a small set. (a) If there exists a nonnegative Borel measurable
function g(-) on R? and a positive constant 6 such that

(L.7) (@) sup / 9(y)p(z,dy) < oo,
Tz€B
and
(i) / oWz, dy) < g(z) — 6, z € B,

then the process is (Harris) ergodic.

The function g(-) above is often referred to as a (stochastic) Lyapunov
function because of the analogous role similar functions play in the theory
of asymptotic stability for dynamical systems.

Under some mild conditions on h (accordingly on f), the process {Y,, :
n > 0} in (1.2) can be represented as

(18) Yn+1 = A(Y;1)Yn + Ent1y

where, for given Y, =y, A(Y.) = A(y) is a p x p(y dependent) matrix.
In particular, in the familiar autoregressive situation where h(y) is linear
or piecewise linear, and the corresponding p x p matrix A(y) is constant,
sufficient conditions for ergodicity (or for geometric ergodicity) have been
found before (see (1], (2] and [4]), most of them requiring the knowledge
of h(y) for all y. It will be shown that the criteria in this paper are easily
applicable to the linear or piecewise linear case so that some of the results
in (2] and [4] are immediate consequences of our main results, and also
shown that these can be extended to the non-linear case as well.

Here is a brief overview of the paper.

In section 2 some criteria are provided, which reformulate the criteria
in Theorem 1.1 so that they fit our purpose better to improve and extend
those results obtained earlier in [2], [4] and others.

In section 3 two examples are given, in which some aspects of our main
results in application are observed.
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2. The main result
Consider the AR(p) model
(2.1) Xn1 = h(Xnpi1, -+, Xn) + os1(n 2 p—1),
where h is a real-valued Borel measurable function on R?, {5, :n > 1}is

a sequence of i.i.d random variables, and the initial {Xg, X1, -+ , Xp-1}
are real-valued random variables independent of {n, : n > 1}.

Xn—p+1
Write Y,, := : . Then (2.1) may be expressed as
X
(2.2) Yo = f(Ya) + €nin,
Y2
where f : R? — RP? and ¢, are defined by f(y) := E ,
Yp
h(y)
0
En = 0 . Here Yy= (yl7y2y e 7yp)l e R
N

We make the following assumptions:

(A;) Assume that h is a continuous function which is bounded on
compacts and has bounded first order derivatives outside some ball.

(A2) Assume that 7, has a density ¢(-) w.r.t. Lebesgue measure A;
on R! such that ¢ is positive a.e. (A1).

Under (A;) there exists R > 0 and a hy on R? having bounded first
order derivatives on R? such that

(2.3) h(z) = ho(z) for |z| >R
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Now let D f denote the Jacobian matrix of f:

0 1 0o o0 .- 0 0
0 o 1 0 --- 0 0
Df(y): “ee .o ‘e PR PR PIRIR .o (ly|>R)’
0 o o o0 --- 0 1
Dih(y) -+ -+ oo we oo Dyh(y)

where D;h(y) := a—g%(?l.

Let fo denote the map obtained by replacing h by hy in f. Then the
Jacobian Dfj is

0 1 0 0 0
0 0o 1 --- 0 0
0 0O 0 --- 0 1
Diho(y) -+ -+ -+ oo Dyho(y)
Define the (p X p) matrix-valued function
1
A = [ Dh)ds
0 1 0 --- 0 0
0 o 1 --- 0 0
- 0 0 0 - 0 1
j;)l Dlho(sy)ds cee ase eee e fol Dpho(sy)ds
Then one may express fj as
(2.4) foly) = Aly)y (yeR?),
and (2.2), with f replaced by f, becomes
(2.5) Yo = AYR)Yn + €01 ([Ya| > R)

Let p™ denote the m-step transition probability of {¥;} and let 2’ and
A'(2) the transposes of (px 1) vector z and (p X p) matrix-valued function
A(z), respectively.
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THEOREM 2.1. Suppose En, =0, 0<o0?:= En? < oo. If(A;),(A2)
hold and there exists a symmetric, positive definite matrix B = ((b;;))
such that

(2.6) li|m inf 2/(B — A'(2) BA(z))z > by0°,

2|00
then {Y,} has a unique invariant probability = and ||p™ (2, dy)—n(dy)|| —
0 as n — oo, for every z € RP. Here |z| is an arbitrary norm on R?.
Proof. Define g(y) := y'By. Then
Tg(z) i= Elg(Yas)lYa = 2] = BlY,,BYautlYs = 2]
= E[Z/A(2)BA(z)z+ 2¢,,BA(2)z + €}, Bepi1)
= 2 A'(2)BA(2)z + by0® (|z] > R)
Therefore, by (2.6), there exists R’ > R such that
Tg(z) — g(z) = 2[A'(2) BA(2) — Blz + bo® < =0 (|z| > R')
for some 6 > 0.
Also, since f is bounded on (|z| < R'),
Tg(z) = ElY.,BYasslYa =7
= E[(f(2) +&1)B(f(2) +¢1)]
= fi(2)Bf(2) +bpo® <M <00 (2| < R),
where M := by,0° + sup,<p f'(2) Bf(2).

Note that the set (|2| < R') is a small set (see [1], Lemma 1).

Thus conditions (1.7) (i), (ii) of Theorem 1.1 are verified for the 1-
step transition probability. Since the Markov process {Y, : n > 0} is
aperiodic, it now follows that it is (Harris) ergodic. O

REMARK 2.1. A well known sufficient condition for the global asymp-
totic stability of the origin for the deterministic system

Un+l = A(Un)Un
is the existence of a positive definite symmetric matrix B such that
['(z) := A'(2)BA(z) — B is negative definite for all z € R?. If one
further assumes that, for the eigenvalue a(z) of I'(2) having the smallest
magnitude, |z|%|a(z)] — oo as |z| — oo (or, limy;j_c|2|?|a(z)| > byo?),
then (2.6) holds.
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REMARK. For the verification of the criteria in Theorem 2.1, it suf-
fices to require the knowledge of A(z) only at ‘infinity’ except that h is
bounded on compacts.

The following proposition is a basic result due to Lasalle in [3].

PROPOSITION 2.2. Suppose A(z) (2 € RP) is a p X p matrix-valued
function on RP such that A(z) is constant and its spectral radius is less
than 1. Then there exists a unique positive definite (symmetric) (p x p)
matrix B such that B — A'(z) BA(z) is equal to the p x p identity matrix
1.

Proof. See [3], Theorem 9.11, p.17. O

REMARK 2.3 As references for earlier work on pth-order piecewise or
nonlinear autoregressive models (p > 1), see [1] and [4].

Now suppose A(z) (z € RP) is a p X p matrix-valued function on R?
such that its spectral radius 7(z) is bounded away from 1 at infinity (i.e.,
lim supy,|_,o, 7(2) < 1). Then we have the following lemma.

LEMMA 2.3. Assume that A(z) — A in matrix norm as |z| — oo,
where the spectral radius of a constant A is less than 1. Then there exists
a (symmetric) positive definite matrix B (constant, i.e., independent of
z) such that C(z) := B — A'(2)BA(z) is positive definite at infinity i.e.,
the smallest eigenvalue of C(z) is bounded away from 0 near infinity.

Proof. Let B be the (symmetric) positive definite matrix B corre-
sponding to A in proposition 2.2. Then, with C(z) = B — A'(2) BA(z),

inf 2'C(2)z = liz?:fl[z'Ix + 2'(C(z) — Iz]

|zl=1

> intfe'Tz - 1)~ 1l
> 0 on(|z| > R)

for some sufficiently large R > 0, where ||C|| is the norm of p x p matrix

C. a

The following theorem is a consequence of Theorem 2.1 and Lemma
2.3.
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THEOREM 2.4. Suppose En, =0, 0 < ¢?:= En? < co. Assume
that (A;), (Ag) hold and that A(z) — A in matrix norm as |z| — oo,
where the spectral radius of A is less than 1. Then the process {Y,} is
(Harris) ergodic.

REMARK 2.4. With a little additional work one can derive geometric
ergodicity in Theorm 2.1 and also in Theorem 2.4 under some mild ad-
ditional conditions. Details concerning this and some others will appear
elsewhere.

3. Some examples

We assume that {Y,} satisfies (2.5).

EXAMPLE 3.1. Assume that h is bounded on compacts. Suppose that
h is linear outside a bounded set: for some constants R > 0, b; (1 <
i < p), h{y) = Y 7by; on the set {y € R? : |y| > R}, where y =
(y1,-++ ,Yp)’, and that the spectral radius of the matrix A of the trans-
formation (y1, - ,¥p) — (Y2, ,Yp) D1 0:¥:) is less than 1. Then the
process {Y,} is ergodic.

ExaMPLE 3.2. In particular, the spectral radius of the matrix A ref-
ered to in Example 3.1 is less than one if 3 ©_, |b;] < 1. For, by Rouche’s
theorem, the function f(z) = 2” and the characteristic polynomial g(z) =
—>°F ,b;iz"! of A have the same number of zero’s inside the unit circle.
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