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Abstract Morley provided an interesting identity about 20 years earlier before its more generalized form was given by Dixon. In this note some of its generalized forms and an application of Morley's formula are considered.

1. Introduction and preliminaries

In 1902, Morley [10] established an interesting identity:

\[(1.1) \ 1 + \sum_{n=1}^{\infty} \left\{ \frac{a(a+1) \cdots (a+n-1)}{n!} \right\}^3 = \cos \left( \frac{1}{2} \pi a \right) \frac{\Gamma \left( 1 - \frac{3}{2} a \right)}{\Gamma \left( 1 - \frac{1}{2} a \right)^3}, \]

where \( \Gamma \) is the well-known Gamma function whose Weierstrass canonical product form is

\[(1.2) \ \Gamma(z) = \frac{e^{-\gamma z}}{z} \prod_{n=1}^{\infty} \left( 1 + \frac{z}{n} \right)^{-1} e^{z/n}, \]

\( \gamma \) being the Euler-Mascheroni's constant defined by

\[(1.3) \ \gamma = \lim_{n \to \infty} \left( \sum_{k=1}^{n} \frac{1}{k} - \log n \right) \approx 0.577 215 664 901 532. \]
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If we make use of the Pochhammer symbol (or the shifted factorial) defined by

\[(\alpha)_n := \begin{cases} \alpha(\alpha + 1) \cdots (\alpha + n - 1) & (n \in \mathbb{N} := \{1, 2, 3, \cdots \}) \\ 1 & (n = 0) \end{cases} \]

which, using the fundamental property of the Gamma function \(\Gamma(z + 1) = z\Gamma(z)\), is rewritten in the form:

\[(\alpha)_n = \frac{\Gamma(\alpha + n)}{\Gamma(\alpha)}, \]

and the generalized hypergeometric function notation \(pF_q\), we write the left member of (1.1) in the following form

\[1 + \sum_{n=1}^{\infty} \left\{ \frac{\alpha(\alpha + 1) \cdots (\alpha + n - 1)}{n!} \right\}^3 = 1 + \sum_{n=1}^{\infty} \left( \frac{(\alpha)_n}{n!} \right)^3 = 3F_2 \left[ \begin{array}{c} \alpha, a, a; \\ 1, 1; 1 \end{array} \right]. \]

In 1922, Dixon evaluated a more general form of (1.6):

\[3F_2 \left[ \begin{array}{c} \alpha, \beta, \gamma; \\ 1 + \alpha - \beta, 1 + \alpha - \gamma, \end{array} \right] = \frac{\Gamma(1 + \frac{1}{2} \alpha) \Gamma(1 + \alpha - \beta) \Gamma(1 + \alpha - \gamma) \Gamma(1 + \frac{1}{2} \alpha - \beta - \gamma)}{\Gamma(1 + \alpha) \Gamma(1 + \frac{1}{2} \alpha - \beta) \Gamma(1 + \alpha - \gamma) \Gamma(1 + \alpha - \beta - \gamma)}, \]

which, for \(\alpha = \beta = \gamma = a\), yields

\[3F_2 \left[ \begin{array}{c} a, a, a; \\ 1, 1; 1 \end{array} \right] = \frac{\Gamma(1 + \frac{1}{2} a) \Gamma(1 - \frac{3}{2} a)}{\Gamma(1 + a) \Gamma(1 - a) \{\Gamma(1 - \frac{1}{2} a)\}^2}, \]

which is easily seen to correspond with the right member of (1.1) by using the following well-known identity:

\[\Gamma(1 + z) \Gamma(1 - z) = \frac{\pi z}{\sin(\pi z)}. \]
In this note we consider some more generalized forms of (1.6) and show how these kinds of summation formulas can be applied to evaluate certain infinite series.

Now we introduce the Psi (or Digamma) function is defined as the logarithmic derivative of the Gamma function:

$$\psi(z) := \frac{d}{dz} \log \Gamma(z) = \frac{\Gamma'(z)}{\Gamma(z)}.$$  

We give some well-known properties of the $\psi-$function (see [7]): For a positive integer $n$,

$$\psi(1) = -\gamma, \quad \psi(1/2) = -\gamma - 2 \log 2,$$

$$\psi(z + n) - \psi(z) = \sum_{k=0}^{n-1} \frac{1}{z + k}.$$  

The Polygamma functions are defined by (see [7, p. 41])

$$\psi^{(n)}(z) := \begin{cases} 
\frac{d^{n+1}}{dz^{n+1}} \log \Gamma(z) = \frac{d^n \psi(z)}{dz^n} & (n \in \mathbb{N}) \\
\psi(z) & (n = 0) 
\end{cases}$$

from which it is easy to show that

$$\psi^{(n)}(z) = (-1)^{n+1} n! \sum_{k=0}^{\infty} \frac{1}{(k + z)^{n+1}} = (-1)^{n+1} n! \zeta(n + 1, z) \quad (n \in \mathbb{N}),$$

where $\zeta(z, a)$ is the generalized (or Hurwitz) zeta function defined by

$$\zeta(z, a) = \sum_{k=0}^{\infty} (k + a)^{-z} \quad (\text{Re}(z) > 1; \ a \neq 0, -1, -2, \ldots )$$

and $\zeta(z, 1) = \zeta(z)$ is the Riemann zeta function. It is not difficult to derive the following results (see [15, pp. 265-275]):

$$\zeta(z) = \frac{1}{1 - 2^{-z}} \sum_{k=1}^{\infty} \frac{1}{(2k - 1)^z} = \frac{1}{2^z - 1} \zeta\left(z, \frac{1}{2}\right) \quad (\text{Re}(z) > 1),$$

$$\zeta(z, a) = \zeta(z, n + a) + \sum_{k=0}^{n-1} (k + a)^{-z} \quad (n \in \mathbb{N}).$$
2. Generalized forms of (1.6)

Recall the formula [14, p. 251]:

\[
\begin{align*}
\genfrac{[}{]}{0pt}{}{5}{4} & \left[ 1 + a - b, 1 + a - c, 1 + a - d, 1 + a - e; 1 \right] \\
& = \frac{\Gamma(1 + a - c)\Gamma(1 + a - d)\Gamma(1 + a - e)\Gamma(1 + a - c - d - e)}{\Gamma(1 + a)\Gamma(1 + a - d - e)\Gamma(1 + a - c - d)\Gamma(1 + a - c - e)} \\
& \times \genfrac{[}{]}{0pt}{}{4}{3} \left[ 1 + \frac{1}{2}a - b, c, d, e; 1 \right] \\
& \times \genfrac{[}{]}{0pt}{}{4}{3} \left[ 1 + \frac{1}{2}a, c + d + e - a, 1 + a - b; 1 \right]
\end{align*}
\]

which is subject to the restriction that one of the parameters \(1 + \frac{1}{2}a - b, c, d,\) or \(e\) is a negative integer.

Taking the limit as \(b \to \infty\) in (2.1) with the help of the asymptotic formula

\[
\frac{\Gamma(z + \alpha)}{\Gamma(z + \beta)} = z^{\alpha - \beta} \left[ 1 + O \left( \frac{1}{z} \right) \right] \quad (z \to \infty; \quad |\arg z| < \pi),
\]

we obtain

\[
\begin{align*}
\genfrac{[}{]}{0pt}{}{4}{3} & \left[ 1 + a - c, 1 + a - d, 1 + a - e; 1 \right] \\
& = \frac{\Gamma(1 + a - c)\Gamma(1 + a - d)\Gamma(1 + a - e)\Gamma(1 + a - c - d - e)}{\Gamma(1 + a)\Gamma(1 + a - d - e)\Gamma(1 + a - c - d)\Gamma(1 + a - c - e)} \\
& \times \genfrac{[}{]}{0pt}{}{3}{2} \left[ 1 + \frac{1}{2}a, c + d + e - a; 1 \right]
\end{align*}
\]

If we take the limit as \(c \to \infty\) in (2.3) with the help of (2.2) and use Gauss summation formula

\[
\genfrac{[}{]}{0pt}{}{2}{1} \left[ \begin{array}{c}
a, b; \\
c; \end{array} 1 \right] = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)},
\]

we obtain
we obtain Dixon's formula (1.7).

Exchanging \( b \) and \( e \), and then writing \( e = \frac{1}{2}(1 + a) \), we obtain a transformation formula for \( 4F_3 \).

\[
\begin{align*}
_{4}F_{3} \left[ \begin{array}{c}
1 + a - b, 1 + a - c, 1 + a - d, 1 \\
\end{array} \right] & \left[ \begin{array}{c}
a, b, c, d; \\
\end{array} \right] \\
\Gamma(1 + a - b)\Gamma(1 + a - c)\Gamma(1 + a - d)\Gamma(1 + a - b - c - d) \\
\Gamma(1 + a)\Gamma(1 + a - b - c)\Gamma(1 + a - b - d)\Gamma(1 + a - c - d)
\end{align*}
\]

(2.5)

\[
\times _{4}F_{3} \left[ \begin{array}{c}
\frac{1}{2}, b, c, d; \\
1 + \frac{1}{2}a, \frac{1}{2} + \frac{1}{2}a, b + c + d - a; \\
\end{array} \right] ,
\]

which is subject to the restriction that one of the parameters \( b, c, \) or \( d \) is a negative integer.

3. Infinite series

Many infinite series have been evaluated in terms of the Psi functions or the Zeta functions (see [8] and [9]).

Al-Saqabi et al. [1] presented a systematic account of several interesting infinite series expressed in terms of the Psi (or Digamma) functions. Aular de Durán et al. [2] examined rather systematically the sums of numerous interesting families of infinite series with or without the use of fractional calculus.

Shen [12] investigated the connections between the Stirling numbers \( s(n, k) \) of the first kind and the Riemann zeta function \( \zeta(n) \) by means of the Gauss summation formula for \( 2F_1 \). In this line, various classes of infinite series have been evaluated by making use of known summation formulas for \( 2F_1 \) and \( 3F_2 \) (see [3], [4], and [5]).

In this section we also evaluate certain infinite series by using the formula (1.8).

For our purpose we introduce the Stirling numbers \( s(n, k) \) of the first kind defined by the following equation (see [6, pp. 204-218], [11],...
From the above definition of $s(n, k)$, the Pochhammer symbol (or the shifted factorial) can be written in the form:

\[(3.1) \quad (z)_n = z(z + 1) \cdots (z + n - 1) = \sum_{k=0}^{n} (-1)^n s(n, k) z^k\]

It is also not difficult to see that

\[(3.2) \quad (-1)^{n+1}s(n, 1) = (n - 1)!; \quad (-1)^n s(n, 2) = (n - 1)! \sum_{k=1}^{n} \frac{1}{k}; \quad (-1)^{n+1}s(n, 3) = \frac{(n-1)!}{2} \left\{ \left( \sum_{k=1}^{n-1} \frac{1}{k} \right)^2 - \sum_{k=1}^{n-1} \frac{1}{k^2} \right\}.\]

Replace $a$ by $z$ in (1.8) and set

\[f(z) := 1 + \sum_{n=1}^{\infty} \left( \frac{(z)_n}{n!} \right)^3\]

\[(A) \quad f(z) = \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( 1 - \frac{3}{2} z \right)}{\Gamma \left( 1 + z \right) \Gamma \left( 1 - z \right) \left\{ \Gamma \left( 1 - \frac{1}{2} z \right) \right\}^2} =: \sum_{n=0}^{\infty} a_n z^n.\]

From (3.1),

\[(B) \quad (z)_n = \sum_{k=0}^{n} A_k z^k,\]
where

\[ A_k = (-1)^{n+k} s(n, k). \]

We therefore have

\[
(C) \quad f(z) = 1 + \sum_{n=1}^{\infty} \left( \alpha_3 z^3 + \alpha_4 z^4 + \alpha_5 z^5 + \cdots \right),
\]

where

\[
\alpha_3 = \frac{A_1^3}{(n!)^3} = \frac{1}{n^3},
\]

\[
\alpha_4 = \frac{3A_1^2 A_2}{(n!)^3} = \frac{3}{n^3} \left( \sum_{k=1}^{n-1} \frac{1}{k} \right),
\]

\[
\alpha_5 = \frac{3 A_1 \left( A_1 A_3 + A_2^2 \right)}{(n!)^3} = \frac{3}{2n^3} \left[ 3 \left( \sum_{k=1}^{n-1} \frac{1}{k} \right)^2 - \sum_{k=1}^{n-1} \frac{1}{k^2} \right].
\]

Applying the logarithmic derivative to (A) leads immediately to

\[
(D) \quad \frac{f'(z)}{f(z)} = \frac{1}{2} \psi \left( 1 + \frac{1}{2} z \right) - \frac{3}{2} \psi \left( 1 - \frac{3}{2} z \right)
\]

\[ - \psi(1 + z) + \psi(1 - z) + \psi \left( 1 - \frac{1}{2} z \right). \]

The application of (1.13) to (D) yields

\[
(E) \quad \frac{f'(z)}{f(z)} := \sum_{n=0}^{\infty} c_n z^n,
\]

where \( c_0 = 0 \) and

\[
(F) \quad c_n = \left[ \frac{(-1)^{n+1} - 2}{2n+1} + (-1)^n - 1 + \left( \frac{3}{2} \right)^{n+1} \right] \zeta(n+1) \quad (n \in \mathbb{N}).
\]
From (A) and (E), we have

\[ f'(z) = \sum_{n=0}^{\infty} (n + 1)a_{n+1}z^n \]

\[ = \frac{f'(z)}{f(z)} \cdot f(z) = \left( \sum_{n=0}^{\infty} c_n z^n \right) \left( \sum_{n=0}^{\infty} a_n z^n \right) \]

\[ = \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} a_{n-k}c_k \right) z^n, \]

which, upon equating the coefficients of \( z^n \), yields

\[ (G) \quad (n + 1)a_{n+1} = \sum_{k=0}^{n} a_{n-k}c_k \quad (n \in \mathbb{N}). \]

Note also that

\[ (H) \quad a_1 = \frac{f'(0)}{1!} = \frac{f''(0)}{f(0)} = c_0. \]

Now, using (F) to (H), we obtain \( \alpha_2 = 0 \), and

\[ (I) \quad a_3 = \zeta(3), \quad a_4 = \frac{3}{4} \zeta(4), \quad a_5 = \frac{3}{2} \zeta(5), \ldots. \]

Finally, from (C) and (I), we have

\[ (3.3) \quad \sum_{n=1}^{\infty} \frac{1}{n^3} \left( \sum_{k=1}^{n} \frac{1}{k} \right) = \frac{5}{4} \zeta(4), \]

which was evaluated in an elementary way by using the formula (1.6) (see Morley [10, p. 402, Eq.(6)]);

\[ (3.4) \quad \sum_{n=1}^{\infty} \frac{1}{n^3} \left[ 3 \left( \sum_{k=1}^{n-1} \frac{1}{k} \right)^2 - \sum_{k=1}^{n-1} \frac{1}{k^2} \right] = \zeta(5). \]
Or, equivalently, (3.4) is rewritten in the form

\[
(3.5) \quad \sum_{n=1}^{\infty} \frac{1}{n^3} \left[ 3 \left( \sum_{k=1}^{n} \frac{1}{k} \right)^2 - \sum_{k=1}^{n} \frac{1}{k^2} \right] = 6 \sum_{n=1}^{\infty} \frac{1}{n^4} \left( \sum_{k=1}^{n} \frac{1}{k} \right) - 3\zeta(5).
\]
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