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Performance Analysis of Packet Switched Interconnection
Networks with Output Buffer Modules

Hyun Seung Choo' - Gyung-Leen Park'!

ABSTRACT

Packet switched multistage interconnection networks{MINs) have heen widely used for digital switching systems and
super computers. In this paper we show that multiple packets in a switching element can move to the succeeding
switching element in one network cycle by fully utilizing the cycle bandwidth. Only one packet movement was usually
assumed in tvpical MINs. We present an analytical model for the MINs with the multiple packet movement scheme, and
validate it by computer simulation. Comparisons with the traditional MINs of single packet movement reveal that the
throughput is increased up to about 30% for practical size MINs. Similar result was also obtained for delays. The

performance increase is more significant when the network traffic is nonantform.

. Introduction systems{1]. Compared to single stage switching

networks such as crossbar and friangular. they can

Packet-switched muliistage interconnection net- provide a high processor-to memory bandwidth(2,3]
works{MINs) have been used for parallel computer at a much lower hardware cost. MINs can also be

fault tolerant by providing disjoint paths[4] between

# This work was supported by SEOK CHUN Research Fund,

Sungkyunkwan University, 1998 cach source and destination pair. Due to these
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Asvnchroness Translor ModeUVTADIDE switehes om
ploved in Broadbond Itegrated . Services Thagital
Networkf s

Switchmg clementstsEst of  MINs are anbuf
forediG B or buifered, For the multibuffered  MINs
where the bulfors are used to increase the MIN
porformances aned avoid  the miernatl loss of  the
packets, the back  pressure mechanism s usually
assumaed for the packet movement, Here o packet iz
ransmitted o its destined buffer in the succeeding
stage depending on the bulfer space availability. In
most ecarlior MIN designs, during one network evele,
the buffer avallabihity information s first propagated
hackwards from the last stage to the first stage and
then simultaneous packet movements between each
adjacent stages take place. Such scheme s called
Big Clock (yoletBCC) scheme, Extensive studies
have bheen done on analvzing  the performance  of
MINs  with  the BCC scheme[9 141 Ding  and
Bhuvan| 15| introduced  another  scheme  where  the
packet movements occur without the propagatiom of
the buffer space availabilitv. They showed that the
performance can be significantly  improved by emp-
loying the scheme called Small Clock Cyvelel SCO)
scheme, even though the actual improvement varles
according o the size of the packet[16].

Another  very  important  aspeet related o the
network operation is the length of a network clock
cvele. As identified later. a network cycle must be
long cnough to guarantee that a head packet moves
10 the head position of the buffer in the succeeding
SE. This, then, will be enough time for more than
one packet o move i the pipeline fashion toward
the succeeding stage. In this paper we show that
{he multiple packet movement mechanism can signi
ficantly enhance the network performance, We define
the traditional scheme as single packet movement
(SPM) scheme, while ours multiple packel movement
{(MPM) scheme, respectively. We develop an analvtl
cal model for MINs with the MPM scheme. Comp
uler simulation validates the correctness of the model.

Comparisons with the traditional MINs of the SPM

~modules in the input side stages are usuallv

scheme reveal that the performance enhancement is
significant such that the throughput i inereased up
to about 30% for practical size MINs as the offered
rraffic load grows to 1. Similar resall was also
obtained for delavs. More importantly. the pertor
mance  enhancement  gets more  significant when
nonuniform {raffic is prevalent m the network.

The rest of the paper 1s orgamized as follows T
section 2, some Important issues related 1o the
packet movement in MINs and the analytical mode
ling of them are discussed. Section 3 presents the
proposcd model for multibuffered MINs with  the
MPM scheme. The model s verified through com-
puter simulation, and compared with the 5PN
scheme in section 4. Finally, conclusions are made

m section D

2. Operation Mechanism of MINs

In this section. the characteristics of the packet
movernent in MINs are investigated, which motvate
the MPPM scheme. As in {11, we refer a buffer
module to a gueue which has first in  first-out
(FIFO) operation and a buffer to an individual hufler
space. As mentioned earlier, buffers in cach 5
were ntroduced (o packet switched MINs  for
achieving a practical level of network performance
by holding the blocked packets. Through compre
hensive simulation[17], though, it was identified that
the buffer utilization decreases rapidly for the stages
at the output side even under the uniform  traffic
condition. This is due to the contention bhetween
packets for the links or SEs, while the huffer
module operation 1s FIFO. As a result. the buffor
saturated, while the output side stages hold few
packets. This phenomenon gets more significant as
the nonuniform traffic becomes more prevalent, and
eventually tree saturation[18] occurs which seriously
degrades the network performance. It is obvious that
allowing the packets to move quickly s very

important {or achieving a high network performance.



A ommber of approaches IH200 hoave been pronosed
t mimimize the performance degradation caused by
tree saturation. These approaches, however, requires
sorne substantial hardware and operational overhead
1o be implemented in the network, As shown here,
though, the proposed MPM scheme can solve the

problem without any significant overhead.

(Fig. 1) The comparison of input buffer and output
buffer hased MINs

For the muitiple packet movement, first of all,
huffer modules are put at output side of ecach SE.
Figure 1 compares the effect of the position of the
buffers— input or output side with respect to the
network performance. Here the topmost memory
module is assumed to be the hot spot. The tree
saturation condition is depicted using thick lines,
while the paths for the traffic to the lower four
memory modules are shown using the dotted lines.
Notice from figure Ha} that the traffic to the lower
four memory modules compete with the nonuniform
traffic for the buffers in the first stage which are
suffering from tree saturation. Conscquently  the
uniform rraffic are unnecessanly  blocked at  the
buffers, which results in the significantly degraded
network performance. On the contrary, when the
buffers are iocated at the output side of each SE as
shown in figure 10, such unnecessary blockings
are avoided. Notice that the umform traffic move
through the buffers not involved in the trec
saturation. This property of disjoint paths for the
traffics to the upper and lower half destinations will
significantly  enhance the performance compared to
the input buffering scheme when nonuniform traffic

15 prevalent. This is venfied later through computer

Arnlation

Another important advantage of output buffer 1s
that each butfer module i the network is connected
1 two buffer modufes n the preceding  stage
through disjoint paths. In the input buffer structure,
however, the {wo preceding buffers share a common
link. The property of disjoint paths in the outpul
huffer case enables multiple packets w0 move in one
network cycle. Note that, in one network cyele, a
packet in the preceding stage moves to the receiving
buffer module, and locates al the tall{next io the
cwrrently occupied buffer entry) of the buffer mo-
dule. Let us denote m the size of a buffer module,
Since a buffer module 1s basically a shift register, it
takes actually (m-6)T time units for a packet to
move o the succceding stage 1f there exist MO<b=
m} packets in the buffer module. Here T is the ume
for shifting a packet one position. The worst case 1y
when the receiving  buffer module s empty, and
then the length of a network cvele must be mT to
complete one packet movement between cach pair of
sending and receiving buffer module. As mentioned
carlier, even with uniform traffic, the utilization of
most buffer modules In the stages at the output side

1= mneh lower than H0%.

Koo —  om

2x2 SE 2x2 SE

(Fig. 23 Two packet movements in one network cycle

For MINs with 2 x 2 SEs. for example. onc
buffer module can receive one packet from each of
the two bulfer modules in the preceding stage. This
15 shown in figure 2. If the size of the buffer
modules 18 4, then, the required period of a network
cycle is 41, This is a sufficient time for receiving
two packets. Figure 2 depicts a scenarlo where two
puckets destined to the same buffer module are
allowed to move in one network eycle. The solid

links represent this condition. Notice that the two



peckets can move inthe pipelined fashion sinece the
mhs are digjoint I the tradidonal single  packet
movementt SPAM) scheme, only one packet s ace
epted  during  one network  evele. The  proposed
multipde packet movernentMPADY scheme s expected
o significantly enhance the performance of the net
work  since  the nelwork  congestion gets  worse
mosth due o the blocked packets which lost the
contention, Other packets behind the blocked ones al
the head of huffer modules are unnecessarily stalled.
Using the MPAM scheme, the chance of blocking will
he reduced a ot Several approaches(19201 have
heen proposed 10 resolve this problem at the cost of
some hardware and operational overhead. Our MPM
scheme basced on the output buffer structure is very
simple which is important  for implementing  the

scheme in practice.

3. Analytical Model with MPM scheme

3.1 Assumptions and Definitions

The assumptions required for the model are as
follows, 11 222 switching elements with the buffer
modules of size m oare used. where the huffor
modutes are located at the output port. The two
huffer maodules in a stage which are the two input
sources of a buffer moedule in the succeeding stage
are called a confending pair. 20 The traffic i
uniform  such  that packets generated by inlets
isending/input nodes or processors) are  distributed
unmiformly over all outlets{receiving/output nodes or
memory  modules). The nonuniform case 15 under-
wav. The probability of a packet arrival to each
network input is same for all network inputs. 3)
Each packet has the same probability to win the
contention, and the blocked packet is resubmitted to
its original  destination  huffer module. 4 Output
nodes are fast ecnough o accept a packet per
network cvcle from SEs at the last stage.

We assume that a network cyvcle consists of two
phases as done i carlior designs. Here the sending

buffer maodules check the empty space availability of

the receiving  buffer modules i the  [irst  phase.
Based on the information of the first phase. cach
sending  buffer module sends a packet to  the
destination or cnters into the blocked state in the
second phase. Notice here that, as mentioned earlier,
the SCC scheme s emploved for packet movement
where the empty buffer avallability does not pro
pagate backward]15,16].

In each network cvele the packets at the head of
each buffer modulethead packets) In & contending
pair contend with each other if there exists only one
empty huffer at the destined module. Based on the
status of the packet at the head, the state of a
buffer module can be defined as follows 1) State—10) -
a buffer module is emptyv. 2) State— n, {(1<i<m—1)
>4 huffer module has ¢ puckets and the head packet
moved into the current position in the previous
network evcle, 3) State— b, (1<i<m) © a buffer mo-
dule has ¢ packets and the head packet could not
move forward due to the empty buffer unavailability
in the previous network cycle, Le it has stayed at
the position at least for one network cycle.

Note that there is no State—n,. This can not
gccur in the SCC scheme, where a packet 1s
accepted only when the buffer module is not full
Hence, State— n,, does not ¢xist.

The following variables are defined to develop our

analytical model.

o Pk, ¢ probability that a buffer module of SE(A)
Is empty at time t.

® P, (k1) probability that a huffer module of SE(4£)
is in Stafe— n, at time . where 1</<m—1

e P,(k, £} - probability that a buffer module of SE(£)

is in State— b, at time 1, where 1Si€m
=1
o SPk D) 2Pk D

o SP(k.D: }; Polk B

e 44 @ offered traffic load to the network inputs
during [ #, £+ 1).
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Jone 1Z)FJCRCT./"EWL) packets are ready to come to A
buffer module of SE(E} during [ ¢+ 1)

o ik D/ T (R D]T-(k £y probability that a huffor
module of SE(A receives no packetone packet
Sewo packets during [ 4 £+ 1),

o (B D/ ¥k 8 probabilitv that a normal/blocked
packet in a buffer module of SE(A can get to
the destined module  in Stage ~ (k+1)
during {t,t+1),

hulfer

The state transivon diagram for a buffer module

can be developed using the variables, and it is
shown i figure 3. Observe that, for example, g.7,
is  the wansition  probability [rom Stafe - i, 10

State — n.. Here g represents the probability  that
two packets are ready to come while r, docs that
for the packet leaving the buffer module. Clearly,
gs7, results in the two packets in the buffer module
with a normal head packet State — 5.

The following state equations are formulated from
the diagram. The state of a buffer module at time
(¢t+1) is determined from the information of wself
(kB is

g1 time ¢ For simplifving the notation,

omitted for all the variables.

f"}t} - 1 g '/!”/'.'

a1 27 1 ) (2
Pl 4 Ve gl r, P+ vl {
Pkt Ly = g P4, P, e P+

q{r, Py +r P+ g, Py +rpPp) (D
Pk it =gl r, P, +rP YFaler,P,+rP+

alr. P, + by {65)

Dotk i+ =ad P, + 7Py Vta(rl, + 7P )

), 3<i=m—2

+ gl P, + TP AZi<m— | (7

P, (kttD=glr, P, +nF, )+l +q)

(7, P, 4 rPy )+ 7P (8
P, kot 1) gl P, o+ By )+ {ata)
(riP,. + 5Py )+ 1P, )

3.2 Performance Measures

Two measures, normalized throughput and time
delav, are usually used to cevaluate the performance
of VINs, Normadized throughput is the number of
packets leaving the last stage in a network evele,
white ttime delay is the total time spent by a packet
To
computed tor a given MIN with the MPM scherne,

in the network. show how the measures are

we first present the computation procedure.

_*
Qe T - qm - N qm {q+gim
Tp o gm 3 en . {7} Qo f}}
SR | BRI N L <L NSy S i S L B I,
KT TR RS TR
\ : * \']Uj /‘ \\‘ \W\ . ye \\ \\\ ,
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\\\ / \»b\/ .
>>>> . > % \?b\s/'\ 4
R b A Rt A U . o
qTJ'Tﬁ "‘\\\\ (36 \\\\// 7 E|o1'ﬁ "// il
- e . e e L L
Tm (1]

(Fig.

3) The state transition diagram of the proposed model of 4 buffers
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3.2.1 Procedurce of Computation

1. Initiglization at =0, where ¢ 1s given as an
input. For the first stage,
(LD =all-@+}a" a(1.0)= | a q(1.0)=
1—q,(1,00 — (1, 0. For all stages,
Pk 0)=1, p,(k0=000<i<m—1), Pu(k0)=
Ofl<j<m), where 1=k=n,
All other variables are also set to 0.

2. t=1t+1

3P, (D, Pk D, and Pk D{1<k<n} arc
caleulated using the state cquations.

4 vk H and r(k H(<k<n-1) are calculated
Obviously, »,(xn, =1 and #,(n 0 =0.

5. Tk D, Tk, Tk D, qlkt), qlkH and
go(k, D (1 <k<n) are calculated.

6. Throughput 7 and Delay D are calculated.

7. Repeat Steps 2 through 6 until 7 and D fully

converge to stable values.

Note that the closed form of the equations of T
and D are extremelv difficult to obtain due to the
complexity of the network and the packet movement
mechanism. Therefore, as is usually done, the mea
sures are computed by repeatedly calculating the
variables until the svstem reaches the stable con-
ditior. We next present how the probability mea-
sures of Steps 4, 5. and 6 of the procedure above

are calculated.

3.2.2 Calculation of 7,4k, 8

#,(k,H 1s the probability that a normal packet
in a buffer module of SE( % can reach the destined
buffer module in Stage — (k+ 1) during [ ¢, ¢+1). For
a normal packet to be able to move, thus, it must
win the contention if necessary and an empty buf-
fer space in the receiving buffer module must be
available. The possible state of the head packet of
the contending buffer module is 1} 0, 2)n{l<i<
m— 1) with a different destination, 3) n,(1si<m—1)

with the same destination, 4) b, (1<i<wm) with a

different destination, or ) b {1 <i/=m) with the same
destination. Recall that when two packets compete
for the same destination, each packet is assumed 10
have the same probability to win the contention.

The buffer availability of the receiving buffer
modide in Stage — (k+1) is determined by the con
dition of the packet movement to the moduie during
[¢t=1,H in addition to the current states of the
contending pair. This is the focal point of our mo-
deling approach which allows an efficient but acc-
urate model for MINs, Let us first consider Case 1)
1) The contending buffer module is empty.

In this case, the probability that the normal

packet can move out is

¥ Pyt Tolk+1,t—1) x PO (107

Here To(k+1.t=1), Ty(k+1,t=1) and Tolkt1,
t—1) represent the probability that no packet, 1
packet, and 2 packets were received in the previous
clock cycle, respectively. Then P4 represents the
probability that a buffer space is available provided
that the contending pair in the preceding stage are
currently in  State—n,, and State—(0 respectively,
while the buffer module received no packet in the
previous clock cyvcle. For obtaining Pa, we need o
know what state the buffer module can be in now

with this condition.

t+1 t+1
0 L
r‘;\/w/\_) . . JI)/ RN
\‘A——“‘—Q\\ ) @\?‘?“*@
Fem S
{a) (b)
t+1

¢ 10— . il
-l By 30 @=1h

= fm- b

E—

(© (d)

(Fig. 4) Source graphs obtained from the state
transition diagram



Firsi of i from the condidon that o R
was received, the possible current state is anyone of
the onginal 2m states, This is clear it we check the
state transition diagram of figure 3. For example,
every node in the diagram has an input edge with
4y factor(no mcoming packet). Therefore anyv state
is possible if no packet was received. For
systernatically deciding the possible states based on
the condition of the throughput(Q, 1, or 2 packets
received), we develop o graph model, Observe from
the diagram that, the subsequent state from State— 0
is State—0, =n, or n, if the throughput was T
Ty or Ta respectively. This is illustrated in figure
4(a). The possible state transitions from afll other
states are also shown in figure 408 —(d). We call
the graph of the transitions from a state to other
states source (ree. Here we define the state at the
root of ecach tree as sowrce state, while the other
states as sk states. Then each transition is a triple
of (80, 81,@) where S0: source state, S7: sink
state, and @ throughput. For example, (0.0, T,)

represents the topmost link of figure 5(a).

0.7

Throughput

il 3imulation
——fr— Anaiytical

0.1 0.3 a.5 0.7 0.8
Oftered traffic loads

14 i Simulation
meofye— A GIVHC 9l

0.5 G.7 0.9
Offered traftic oads

(Fig. 5) Throughput and defay of 6-stage MIN
with 4 buffers
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P et of posaibic state. or given £y, Se. s

then  the sink  states of the transitions  where
@= Ty k=012, From figure 5 it s easily

obtained tha

e 5, = 0= 10,5, b;! where 1<i<m~1,1<;<m}
'Y S:’.‘xQ*{G,b[}
& Sy = 0Q—{0,n. b, b)

Recall that there exists another condition for P,
which 1s that the contending pair are in State— n,
and  State—0. The set of possible states based on
onkv this condition, S,, is 2 This is because the
state of the buffer module is independent of the
states of the contending pair. For example, assume
that the head parket of the buffer module in
State—n, was nol sent 1o it while the buffer
module 1n State— was stll in the same  State—0
in the previous network cvele. Then the receiving
huffer module can be i any state. Table 1 lists the
combinations of the states of the contending pair
and the corresponding set of possible states of the
recetving  buffer module assuming that one of the

contending pair 1s in State — #;

(Tahle 1> Possible states of a buffer module for each
condition of a contending pair with a normal head
packet in one of them

State of a contending pair Possible States
1) n 0 2
2w w different dest) 2

3) m. #» (same dest.) £2

4y n b different dest.) ) 2
) m b (same dest) {n,_y, b,

B

Finally, the possible  states based on  the
conditions of contending pair and  throughput  are

N - 1 QM bm}
obtained as S,,( 1S, =02 P, is then ip(—_é’T_)

=1-F,, since b, is the only state that no buffer

space is available. For 7, the possible states are

Sal1Sy = 2N@—1{0,60) = @-1{0,6,). Thus.
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9y The contending huffer module is normal with the

P06} = {8,

Pu= 55w mh We can

similarly obtain P

different destination.
In this case the normal packet can proceed with-

ot contention, but the probability that the normal
packet is directed to different buffer module i35 %

The probability of the packet movement is thus

ohtained as follows.

Po= % Sk O (Ty (k1 =105 Pyt Ti(RF 1,
= 1= Pp+ Tylk+ 1, t—D7Po) (m
Notice that the cmpty  buffer availabilities
corresponding to Ty, Ty, and T are obtained by the
same way as in Case 1), and it tumns out that they
are equal to those of P
3) The contending buffer module is normal with the

same destination.

Probability that the normal packets are directed to
a same module 1s éSP,,. If the desired module in

Stage —(£+1) has ecnough empty buffer space to
accommodate two packets, no contention — occurs,

Otherwise, a contention occurs, while the probability
of winning the contention is % The probability of

this case is then
Py=L Pk D (Ty (1, - D Pt Tk,
=17 Pt Tolk+1, 8- 1) % Pp) 12

where,  Pp= Py+ EP,,,+ "EjPﬁ P, +1P, .

B ’gpm.+%P;zn, \+gpb,+%labm,

Pe _
E Z’D”=+ gzp"~

P ';ZZP"-‘+%P””‘A+’gpb‘+%Pb’*'
o=

’ZZP" B 123})”'

4) The contending buffer module is hlocked with
different destination.
Similarly, the probability that the blocked packet

aims at the different module is %—SP,;. Notice here
that 7T, case is impossible, since the contending

buffer module is in the blocked state. The following
is the prohability of this case.

P4:%SP?,(/@, DTy (h+ 1, t= D Pyt Ti(k+1,

t—1)x Pp) {13)

5) The contending buffer module is blocked with the
same destination.

The probability of this case to occur while
winning the contention is %SP,} By referring t
Tahle 1, the receiving buffer can be in either
State— n,, ; or State— b, Note that the receiving

buffer module must have heen in  either
State— n,_,, State—b,-, or State—b, in the

previous network cycle since there exists a blocked

packet for it. If it was in Stafe—n, , or
State— b,,..;, it must have received a packet, and
thus it can be currently in either State—n, -, or
State— b,, according to what happened to the head
packet, moved or blocked On the other hand, if it

was in Stafe—b,, the possible current states are
again State— #,,.) or Stale— b, according to the
condition of head packet. As mentioned above, T is

not possible since the contending buffer modale is In
the blocked state. The probability is

Py= 4 SPy (kD (ToCer 1, t= DX Pet Ti(k= 1,

F=1)x Pp) (14)

P”m i
where Po=—F 1 p-
b

Bos-t

Finally, we obtain 7,(k, ) as follows.

vk D= ;’_;Pf (15)
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rl(k. B is the probahilitv that a blocked packet n
a buffer module of SE(k) can get to the destined
buffer module in Stage -{(4+ 1) during ¢, ¢+1). I
can be obtained basically using the same approach as
for »,(%, . Notice here, however, that the possible
states of the receiving buffer module are always
{#y-y, by} irrespective of the state of the conten
ding buffer module. This is because the condition that
the module under consideration is in the blocked state
allows only the two states. Formally, Sy=S:,= S
=1{%pm. 1, by). We next cnumerate each of the five
cases of the state of the contending buffer module.
The

probability that the blocked packet can move is

1) The contending buffer module is empty.

Pb‘:P(;(k, f)(T(;(k+1,t_l) /P(,‘"?‘ Tl(k‘l"],

t= 1% Pe) (16)

The possible states of the recetving buffer module
with this condition, while the throughput was 7.
are SISt = {ny (b} (V2 = {nm_1, by Hence

P, . L
mﬁpn’” P which is Py,

the buffer availability is
Ty case can be similarly decided.
2) The contending buffer module is normat with the

different destination. The probability that the

normal packet aims at the different module is
LSP, The buffer avilability is obtained as in

Case 1). The probability of the packet movement

is then as follows.

Tx_é_spn(k, DTkt 1t 1) < Pt Ty (k+1,

I‘*l)XP(;) (17)

3} The contending buffer module is normal with the
the desired maodule in
Stage —(£+ 1} has onlv one free huffer, then a
Probability

accur and the blocked packet to win the conten-

same destination. If

contention  occurs. of this case to

tion is 1 SP, Then

2l

Pk SPRDCT, k1

!“])XP(;}

ooPor Ttk ],
(1%}

L

The contending buffer module is blocked with the
The that the

blocked packet aims at the different module is

different  destination. probabality

é SP,. In this casc, no packet could be received

daring [#~1,8 due to the blockings of both

contending modules in the preceding stage. Thus,
Po= L SPUR D (T (k10— 3P (19)

The contending buffer module is blocked with the
same destination. The probability of this case to

occur and win the contention is 4 SP, Clearly.

the probabilitv of this case is
Py=tSPk O(T, (kv 1= 1) 2 P (20)

Finally, we obtain »,(k O as lollows.

ik ) ﬁ‘,ﬁpz 1)

3.2.4 Calculation of T; and ¢;(i=0.1,2)
Assuming the constant input load ¢ 7s and

45 of the first stage are

a_|(1.t)=cz{l*q)+%qz, az(l,t}:%qz,

gll. =191, H—gx1, 5 (22)
T, H=a (1, 51— P (1, 00+ g5(1, 8
(P, (L,O+P, (1,5 (23)

Pl D= a1 0[P 0+ P, L0+ P L)

(24)

(L, A=1-T(1,H~ 11, (25}

Equations for throughputs were obtained by the
fact that a packet is received only when it is ready
to come from a buffer module in the preceding
stage and a buffer space is available for accom-

modating it. For other stages,



Xth-1.=5Pk 1,000k 1, 0+8Pk-1,1)

pfh— 1D (2607
Tulh, ) = %—{Xu?— 1.0} 7
e )= Tk 0 (28

Plko) = E (P, (h5+ P,k 0)

’

Tk, 1) - X(A»;,r){1axtk~1.f>}+§{x(k—1,z)}*
(20

, Tk D=l DAL, (R O+ D, (kD) .
itk 8= =P, (&1 Y

71.(:‘6. f}: [ T](}f, f)_ Tg(k, f).
gl ke, ) =1 g(k B~ g:,(k. D {30

Note thal X{&— 1,80 is the probability that a
packet is ready to come from a buffer module at
Stage -~ (h 1) The first term  of  Eq(29)  for
Tk, B is the probability that only one of the
contending pair has a packet to send, while the
ather term represents the condition that the destined
buffer modides  are  different even  though  both
modules have a packet. Throughputs dre calculated
first using the condition of the previous stage buffer
modules, and then ¢;s are calculated using the
relation of Eqgs (23) and (24). Conditions for the first
and last stage are different from other stages inside

the MIN. Their conditions are as follows,

1. Stage — 1 Since PEs do not have anv buffers
inside, gencrating a packet s independent of
the network condition. Hence, probahility ¢ is
speciflied ws the initially offered traffic load to

the network inputs.

2 Stage—n ¢ Since the  memoary  moedule  can
alwavs  accept one  packet pernetwork  cvele
from SEs in lhe last stage, none of the
madules in the last stage is in the blocked

state, Thus, #,0(n, H=1 and rela, H=10.

3.2.5 Throughput and Delay

Normalized throughput of & MIN is defined as the

number of packets moving forward to the memon
modute from a buffer module in the last stage when
the network reaches steady state. Hence, the norma

lized throughput 1s obtamed as follows.
T=SPAn. Or(n O+ SPn, Hrin, 1) (32)

where ¢ s the time for reaching the stable state.

Time delay is defined as the total time spent hy
a packet in the network. Using Little's theorem. the
delay of the kth stage 1s

bk n+ IATY:

T =1
D(#) = lim Tk D+ Tolk D)

(33
Time delay 1s then

D= Zp{k} (34)

4. Performance Evaluation

The proposed model for MINs with MPM scheme
is validated by computer simulation. Figure 5 plots
the throughput and delay data ohtained from the
analvtical model and simulation for 4-buffered MINsg
of 6 stages(bdx64) when the offered traffic load
varies from 0.1 to 1, Observe that the analvtical
model allows quite accurate data for entire range of
offered traffic loads. The results for the bigger
MINs such as 10 stages (1024x%1024) show the
similar trend for every input loads, and they are
omitted duc to space limitation.

Using the model, next, the performance of the
MPM schemc 1s compared with the SPM scheme,
Figurc 6 is the results of the comparison. Analytical
mode! developed for the SPM  schemelld] was
programmed for the comparison, The left in figure 6
compares the throughput of the two schemes, for a
6 stages 4-buffered MIN {84%64). The plots reveal
that the MPM scheme improves the throughput up
to about 30% as the offered traffic load grows to 1.
Basically the same resulls are observed for delavs as

we can sec from the right one in figure 6. Obscrve



Lhat dotay is also sigmficant)y reduced by the MPM
scheme. We can also sec the similar frend for the
bigger size network of 10 stages. They are omitted
here. Notice that the MPM  scheme  consistently

outperforms the SPFM scheme.
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0.1 0.3 0.5 0.7 0.9
Gifered traffic loads
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—i— 3PM
14 —&— MPM
)
«
T
e}
10
8
0.1 4.3 05 0.7 0.9

Ofiered traffic 1oads

(Fig. 6) Throughput and delay comparison of MPM
and SPM schemes for 6-stage MIN with 4 buffers

There arc little differences when the traffic load
is lower than 05 This is because, with this low
traffic, not many packets are blocked. Therefore the
effect of multiple packet movement is not so
significant. However, if the traffic is not uniform,
the MPM scheme will he again very effective to
allow a reasonable network performance by reducing
the congestion. This is studied in figure 7. In figure
7. throughputs of the two schemes are compared by
simulation when there exist some nonuniform traffic
due to hot spot. Here the processors make a fraction
h of their requests to a hot memory module, while
the remaining (I— &) of their requests are distrl~
buted uniformiv over all memory modules including
the hot one. Observe from the figure that, when
g=0.9 and % is 3% the throughput of MPM
scheme is about 55% higher than that of SPM

= s L

HEEE s MTIDTEAL N Mz R ME R Nk

scheme. For the same input load, the difference was
ahout 23% i there was no nonuniform traffic. We
see more unprovement of 115% when the non-
uniform traffic increases as 4£=6% In other words,
for the hot rate of k=0, 3, and 6% the throughputs
of SPM scheme are 055, (.34, and 021, The cor-
responding values for MPM scheme are 068, 002,
and (45, As expected, MPM scheme displays
consistently high performance irrespective of the
existence of nonuniform traffic. Basically the same
results are ohtained in the delay comparisons as

shown in the right one in figure 7.

G o3 05 0.7 0.9

Oftered natfic loads

~4— SPM-urutorm s MPM-uniform
MPM~hoi3% —#- SPM-hoif% -—e— MPM-hot6%

SPM-hol3%

3

Throughou:

01 0.3 0.5 0.7 0.9
Ottered tratfic lnads

{(Fig. 7) Throughput and delay comparisons of MPM
and SPM schemes with hotspot for 6-stage MIN
with 4 buffers

5. Conclusion

We have identified the importance of the number
of packet movements in one network cycle for
multiple—buffered MINs and the position of the
buffers in each switching element. In ecarlier designs,
typically only one packet movement was assumed.
To efficiently and correctly evaluate the proposed
multiple packet movement(MPM) scheme  with



output buffering. a new  analvtical model has also

been developed which can svstematically  model the

realistically sking the

nctwork  operation  while
hlocked packets nie account. Computer  simulation
verified that the model s accurate for practical size
and operatioral conditions of MINs. When compared
with the (radittonal single packet movement(SPM)
scheme, the MPM scheme  alwavs outperforms i,

and it is more significant when  the waffic s

relatively high or ponuniform. We are investigating

the effectiveness  of the proposed scheme  under

various  operational  conditions  of  MINs  such  as

ATM switching.
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