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A Study on Feature Points Matching for Object
Recognition Using Genetic Algorithm

Jin-Ho Lee' - Sang-Ho Park™

ABSTRACT

The model -based object recognition is defined as a graph matching process between model images and an nput
image. In this paper. a graph matching problem is modeled as an optimization problem and a genetic algorithm is
proposed to solve the problem. For this work, fitness function, data structure, and genetic operators are developed, The
simulation results are shown that the proposed genelic algorithm can match feature points between model image and
nput image for recognition of partially vecluded two-dimensional objects. The performance of the proposed technique s
compared with that of a neural network technique.

1. Iintroduction motion detection [4]. Almost all the matching algo-

rithms try to find a partial correspondence between

The model-based ohject recognition task can be the model and the scenc features assuming un

defined as graph matching process between model
graph and input graph. The graph matching ap-
proach has been previously used for object rece

ognition [1], sterco vision [2], edge detection 3], and
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matched features are hidden or distorted. The major
difficulty with graph matching based object rec
ognition is how to solve the combinatorial time com-
plexity problem in searching of an optimal matching
solution. In this paper, a featurc points matching
technique for the model based object recognition is
proposed. A feature graph for model image and a
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high curvature points in objects. The graph mateh
g problem 1s modeled as an optindzation problem
and @ genetic dlgorithm s mmplemented 1o solve the
problem. Genetie algorithms (5] are randomized glo-
bal scarch algorithm by maintaining & population of
potential - solutions, The strength of genetic algo
rithms lies in finding good optimal solutions  very
quickly in a complex scarch space. This is the
reason of using genetic algorithms [or graph match
ing based object recognition.

Various techniques have been sugpested [or modet-
hased object recogmition. In (6], objects are approxi
mated by polygons and the points of high curva
tures fcormers) are used for hypotheses generation.
A graph is constructed between the model corners
and scene comers in order o find the mutually
compatible cormers. Extraction ol the largest set of
mutually compatible matches {rom the graph forms a
model hyvpothesis. The hypothesis generation algo
rithm finds the largest part of the model boundary
consistent with  the scene. Avache [7)] has  used
polvgon line segments as features. The longer line
segments determine ‘priviledged” features. These privi
leged  segments determune qeitial hypotheses when
matched to scene line segments. FBach  hypothesis
receives aquality score, The quality score deter
mines how much the model resembles the scene
object. Models with quality scores above a thresh
old are said o be possible objects present i the
More

neural networks  for object  recognition.

seene, recent used  Hopfield

The

dimensional model hased  obiect recognition 1= ox-

technigue 1]

Lwo-

pressed i lerms of excliatory igd inhibitore connee -
lions between neurons. A model graph and a scene
graph is constructed from feature points. The objeet
recognition task s formulated as graph matching
process. They have shown that it is possible to map
the graph matching problem onte a Hopfield neural
network with an appropnate energy function,

In our approach, the object recognition algorithm

15 defined as a graph matching process. and that is
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cach two dimensional  object, @ model  graph  is
conzstructed  frome s feature primitives  where cach
node e the graph represents o feature pomt, Each
feature point iz cormected (o other nodes by an are
representing the relationship or compatibility betwoeen
them. All model graphs are then integrated into a
model database to form what is called a global
model graph. For the recognition of objects in the
mput scene, dan mput graph 1s constructed using the
same method  which 1 then matched  against  the
global model graph to wdentifv and locate the pres-
ence of the models in the nput scene. High cur:
vature points (comers) are used in our algorithm as
teature  points, To recognize objects in the input
scene, o graph matching process between the global
The

graph matching process is formulated as an opti-

maodel graph and  input graph s performed.

mization problem, and that is implemented by ge

netic algorithms  to find  the optimal  solution. A

filness tunction for the feature points matching 1s
derived which represents the constraints that  the
nodes of the two graphs should satisfy in order
lind the best matches, Appropriate genctic operators
and representation siructure for a population are also
developed.  Experimental  results  are  presented
terms of matching rates and those are compared
with the results of a Hopficld ncural network based

graph matching technique [11.

2. Feature Extraction and Model Building

The features that are usuaily used in a matching
process are the plobal features or the local features,
The commonly used global features are the moments
ol inertiv, Hough transform [8]. centroid, arca, and

perimeter. (dobal  features  are  very  useful  for

recognition of single 1solated objects, but their per
formance is poor in the case of partially occluded

objects.  Local features are mere  appropriate  for

recognition of ocecluded ohjeets since most  objects

cannt be recognized with a subset of their local



Teaties. Local  Teatwes e oxtracted {rom the
boundary of the ebject or from a Jocalized region of
the ohject. Local features that have been used for
shjcel reeognition are cormers [6], lines [7], and ares
9] High curvature points are used in our algorithm
ax toeal feaures,

Real imagzes of kevs are digitized info 8-hit gray
level images. Bach grav level image is converted
le o hinare image using the optimal  thresholding
method 101 which s based on the diseriminant cri
terion. An averaging filter 1s applied before thresh
olding in order o suppress the noise. Each binary
image ts then scanned verticallv and horizontally to
extract the houndaries of the oblects as a closed con-
tour. A chain code is constructed using the object’s
houndary. This boundary is segmented into straight
lines by a polvoonal approximation algorithm [117,

To create the global model graph we construct i
model graph from cach prototype model using the
dominant points {(corners) of the boundary as the
nodes of the model graph. Fach node in the graph
has its own local feature property as well as
relational properties  with  other nodes. The  local
feature property of the node s represented by the
angle of the corresponding comer and its relational
properties (the global information) by the distances
hetween all other nodes in the graph. The global
model graph is then constructed by integrating all
the model graphs with appropriate mteractions. By a
simitar procedure, an input graph is constructed for
the input  image which may  consist of  sceveral
overlapping  objects.  Object  recognition  task  1s
formulated by matching the feature points between
the global model graph and input graph. Interactions
between the matched feature points in the global
model graph and mput graph s represented through

a fitness function.

3. Genetic Algorithms for Graph Matching

3.1 Introduction 1o genetic algorithm

A genetic algorithm s iterative procedure that

maintains 4 population during iterations and can find
the optimal solution for a particular problem by
sceking the maximum/minimum of the appropriate
fitness function. A population consists of a number
of strings which represent possible candidate solu-
lions. At each iteration a new population is created
from the previous population using a set of genefic
operators. The basic procedure of a typical genctic
atgorithm 1s depicted in Fig. L.

During each iteration f, called generation, strings
in the current population Pft) are evaluated on the
basis of their values from the fitness function and
have probability of selection for next generation.
This iterative process of selecting new  strings is
called reproduction, To generate a new population
for the next generation, usually two selected strings
are recombined by specific genetic operators such as
crossover and mutation. This procedure would conti-
miously generate new populations until a termination
condition is reached. After termination of the itera-
tion, the best string in the final population is chosen
as the solution. A genetic algorithm may be termi-
nated by determining the maximum number of itera-

tion or after finding an acceptable solution.

Set initial iteration £ = 0
Initialize A
Evaluate A1)
while (termination condition not satisfied) do
begin
Generate Pi+1) from Pl
Recombine A(t+1)
Evaluate Pir+1j
t = t+!
end

(Fig. 1) Procedure of genetic algorithms

3.2 The structure of strings

There are P ostrings in the population and each
string consists of & feature points representing all
the features in the M models. A population is
constructed by a two-dimensional array of size FPx

) as shown in Fig. 2. A string S, in the popu-



fablos 1o culnposcd i b substia s sid o sl
Soohas omeg feature points. Ronghly spealdng,  the
strings of artificial genetle svstems dare analogous (o
chromosomes I Biological  svstems. Chromosomes
arc composed of genes which may take some values

and strngs i our svstem composed of subsirings.
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{Fig. 2) The structure of a population

Each substring S, represents the result of match
ing the feature points berween the input graph and
the kth model graph. The structure of a string 1
shown mn Fig. 3. The value Sa(0 @ the {th position
in the substring S, represents o feature point in
the input graph that matches the A feature point in
the kth model graph. If there is no [eature point In
the input graph, this feature location is murked by
an X' m oour notation. For examples, S.(1) - 18
means that the f6th feature point in the nput scene
graph 1s matched with the first feawure point m the
second model graph and  S,(2) = < means that the
second feature point in the second model graph has
no matching candidate in the input graph. Fach
substring 1 structures 1o he dike a ring which has
neither begioning nor end point. Featwe candidides
from the mput scene graph are alwavs assigned 1n
an mcreasing {or decreasing) order for cach sub
string  because the scene boundaries  are alwayvs
closed contours and the order of the feature points
is preserved even though the objects could he in
anv oriemtation. The structure of 4 substring  1s
depicted tn Fig. 4. Another constraint for assigning

a matched point from the input graph onto a S, is

s ned
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e

string S,
o8 nmiowdeda)
(Fig. 3) The structure of a substring; a string is
composed of M substrings
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(Fig. 4) Tha structure of a substring as a ring:
{ay s an example of the assignment of

feature point number 1o a substring S ..

{by is the new substring when a substring
S . 15 rotated, and

{c) represents the structre of each sub-
string as a fing

3.3 Fitness function

The Bliess (unction, which estimates the good
ness of the string, consists of the probability  of
selecting o string among strings in the population,
and the probahility of selecting a particular substring
among substrings m the string. The goodness funce
tion ar objective function for a substring{OFSS) s

detined by

i
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whore Vi, represents the state of @ possibie march
which takes a value of 1 when the prh feature point
moothe Adh model graph matches with the feature
point - Su0p) n the mput graph. The decision of
assigning a match between feature peints in the

model graph and in the input graph is determined



mvothe dilfercnces hetween the angles of two feature
potits, I this difforence is less than or equad o a
predefined threshold ther these two o poinls are
considered as matching points, The  compatibibty
measure [, takes value 1 owhen the pth and gth
fealure pomts 1 the Ath model graph are matched
with feature points Si(p) and  S{g), rospectively.
and the difference between the distance from S,48)
1o Sxle) is less than or cqual to a predelined thresh-
old. The objective function of a suinglOFS) is cquiy

alent to the sum of the OFSS which 1s given by:

f - ),Vi:fﬂ'ﬂ = il Z 21 Vi/\'fv’ Vr'/iw[)tkﬁfl 12)
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The total objective [unction of a population is
cquivalent to the sum of the OFS for all the strings

in the population which i3 given by

D WA YD HD 1D YR PR JRNE!

oy S R

The prohabilitv of sclecting a string is the ratio of
the objective function of that particular string over
the total ohiective function of the population which
is given as

_ A
b=

(4)

If we chose Eq. (4) as our fitness function we may
fail to sclect strings that have good  substring
matches hecause some strings have one or  more
substrings which have a very high OFSS for some
maodels although these strings may have a very low
OFSs. Therelore, we have chosen a fitness function
that selects  strings with high OFS as well as
strings with low OFSs that have a few substrings
with high OF535s.

The wobjective {unction of a substring, for a
particular model, in a population is cguivalent to the
sum of the OFSS for all the substrings belonging to

that model in the population which is given by!
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Thir probability: of selecting 4 subslring representing
4 particular modet is

by = ;f (@)

The fitness function F;  for a string used in our
algorithm 1s the sum of the probability of the string
and the prohabilitics of all the substrings in that

particwlar siring which 1s given byt
F, = p+ ﬁlﬁm (7

34 Genetic operators

Our genctic algorithm is composed of four op-
erations « reproduction, crossover, mutation, and rola-
tion. Three genetic operators, crossover, mutation,
and rotation are developed In order to find the
globally optimal matching points for the model-based
ohject recognition task. In the reproduction process,
individual strings are selected according to the
value of their fitness function F, After selection
of strings, substrings belonging to the same model
are recombined using genetic operators in order to
generate new strings. Strings with high  fitness
values have higher probabiliies of selection; there-
fore, these strings produce more offsprings in the
reproduction process than the strings with lower
fitness values. A simple biased roulette wheel is

used to select the strings in our simulations.

3.4.1 Crossaver

A pair of mated strings, called parent strings sY
and ST, produce two tentative strings called off-
springs  S¢ and SJ(-) under crossover operation.
Crossover operation is only allowed to be performed

hetween a pair of substrings. First a crossover point

¢, along the substring is randomly selected, having
a range belween 1 and wmy, then a crossover length
¢; is randomby selected within the range of 1 and
mp — 1. Two new substrings are created by ex

changing all the values between the positions ¢,
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in the parent string ST and the substring S% in
the parent soing S f This crossover operation 1s
applied to all the substrings of the parent strmgs,
We mvestigated two forms of heuristic crossover
operators such as a Dblock crossover and a gene
crossover. Let Bf,: represent a block of the sub-
string S% of length ¢, and BA(D represent the ith
value of the selected block. The block crossover
operation will create the substring S§ by replacing
the black B% of S% with the block B4 of S5
only if the contents of the resulting substring S
are still ordered after the replacermnent. The reason
for this condition is that cach substring is structured
like 4 ring and the values in the substring are
ordered according to the feature numbers. If the
conditions for a direct block replacement is not
satisfied then a gene crossover operation is done by
exchanging one valuc at a time for all the elements
in the blacks. If the replacement of BidD with
BY(h does mot preserve the order of assigned
values in the substring S% then BI(D is placed
in the Mh posiion of the block BY and the
substring 15 reordered making minimal changes in
Sh. If the newly assigned value by an individual
gene replacement s the same with any other values
in the substring, then values which are the same as

newly assigned value are discarded.

3.4.2 Mutation

Although the reproduction process and the eross
over operators will scarch the solution space eftec
tvely, occasionally  they may  lose some  useful
solution  patterns.  Mutarion  operator  will - protect
against such an irrecoverable loss and will avoid the
algorithm to get trapped into a local minimum and
will enable it to jump to the global minimum. Muta
tion is a process of finding 4 new scarch space by

changing the value of a randomly chosen position

.

cmutaron pointt within o subswng which s also
chosen at random The jth element of the S Sal).
can be changed t any value between S (7—1) and
S4G+1D or to X" in order to preserve the order

of the feature points assigned in g substring.

3.4.3 Rotation

There may be some strings which have a very
low fitness value, in spite of good structure, because
of the wrong positioning of each value even though
the crossover and mutation operators have searched
the solution space effectively. However, such strings
may have a high fiiness value if the content of the
string is correctly reordered by using a rotation
operator. Using a rotation operator, a solution vector
(e, e = a,) can he rotated into another

solubiony vector § a,. . d,, a,_ ) I order 1o

get a higher fifness value,

4. Experimental Resulis

The proposed genetic algorithm has been  tested
on scenes with several overlapping objects, In this
paper, three kev images are used to generate the
global model graph for lesting the algorithm. Fig, &
shows  the prototype objects for the key  images
where feature points are marked as white cross.
The number of feature points for the key images
are 18, 13, and 11 which correspond w #1, #2 and #3
model graphs, respectively. There are a total of 42
feature points in the global model graph. Input
scenes, which consists of two and three overlapping
kevs are shown in Fig. 6. The number of featuwre
pomts i the mput graphs are 22 and 30 for two
and  three  overlapping  objects, respectively.  The
input  graph may have feature points  which  are
falsely generated by the overlapping parts of two or
more objects and may  not have any  matching
feature points in the global model graph because of
the occlusion of feature poimts in the input scene

graph by other abjects.
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(Fig. &) Input images: (3} two overlapping keys,
(b) three Qverlapping keys

An imual populafion is randomly generated using
random numbers, such that the assigned values ©
cach string wre in an increasing order. The fitness
value for each string In the initial population is
cvaluated hy the Eq. (7). Parents for the next
generation  are  selected  in accordance  with  the
relative  ftness values. Genetic operators such as
crossover, mutation, dand  rotation are  applied o
selected  strings to generate offsprings for the next
generation. Generation of a new  population  under
genetic operation continues until termination condi-
uon 1y satisfied, After termination, the string which
has the highest fAmess is selected as the best
solution, In the genetic algorithm there are a number
of parameters such as the number of strings in the
population, number of generations(termimation condi-
tion), probability of crossover, probability of mutation
and the probability of rotation, the typical values
used for these parameiers in our experiments are ),
16, 08, 003 and 0.03, respectively.

The final string contains the matched points

between the input Zraph ind the global model graph.
Most of them are correcth matched pairs but there
may sUll exist some mismatched pomis. In order
chminute these mismatched points, @ complete graph
is conutructed hased on the feature values and the
compaubilite values of matched feature points. Lot o
graph (#V, EJ consists of a set of vertices V7 with
a4 set of edges /7 of unordered pairs of the form (4.
Jhor {f. 1) where ¢ and J are the nodes in V. A
node I our complete graph consists of a pair of
matched  points between a model graph and  the
mput graph. We say that an odge hetween  the
nodes ¢oand j s conmected, if the compatibiity
measores{relational  properties)  hetween  two  nodes
are less than or equal to a predefined threshold. All
relational  propesties  are tested  when  edges  are
connected. A graph is said to be complete if there
exists an edge {1, j} for every pair of vertices i and
7. H o graph is complete, all matched points are
correctly matched and if a graph is not complete,
then some matched poif;ts are mismatched ponis.
When a graph is not complete, we remove a node
which has the smallest number of connected nodes
and 4 new graph is constructed with the remaining
nodes. These steps are continued until a complete
graph 1s obtained such that the remaining nodes of
the complete graph are perfectly matched. Outputs
of the matching process are correct matching points
between model graph and input graph.

For the purpose of comparison with Hopfield
neural network approach {11, which 1s an opti
mization method in ohject recognition, we conducted
the same experiments using the same model and
input test images. The matching process using
Hopfield network is characterized as minimizing an

energy function given by
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where N is the number of nodes in the global

model graph and A indicates the number of nodes



i the scene graph, V.o o oanalogous tooo hinary
state variable of a neuron, and takes value 1 when
the ith feature point m the input image matches the
kth feature point in the model. The interconnection
weights between the neurons are represented in

terms of the compatability measure  C 4, between the

feature points.

Ten experiments were conducted in order to
demonstrate our proposed method with different seed
numbers. The matching rate, which is the ratio of
the number of correctly matched points over the
number of feature points in the input scene, i1s used.
The average matching rates of genetic algorithm
technique are 9% and 93% for two and three
overlapping kev objects, respectively. On the other
hand the corresponding average matching rates for
the Hopfield network are 52% and 51% for two and
three overlapping objects, respectivelv. The matching
rates of neural networks are worse than those of
to the Hopfield
network settling into a locally stable state. Examples

genetic algorithms. This is due
of detalled matching results with 2 overlapping keys
and 3 overlapping keys are shown in Table 1 and 2.

respectively, where the numbers in the first row are

i)

S TRIRY:

the put featare poinly and cach ontry, v i the

second and  third rows represents  the maiching

feature point v in the model x. The symbol "=
represents missing points and ‘-7 1s the hidden or
extra points due to noise or occlusion,

After finding matched points, he transformation
from the model to the object is calculated using
matched points. Then the model 1s mapped by the
appropriate coordinate transformation onto the input
scene. By superimposing each model on top of the
scene and comparing the overlapping area of object
with the area of model we can recognize each
object. Overall recognition rate of genetic algorithm

is 100% and that of neural network 1s 86%.

5. Conclusions

A two-dimensional object recognition technique is
proposed for partially overlapping objects. Object rec
ogmition i formulated as a graph matching problem.
This graph matching problem for model-based object
recognition 1S then solved by a genetic algonthm,
The proposed matching technique uses the implicit

parallelism of genetic algorithms to globally match

(Table 1> An example of matched feature points of 2 overlapping keys by the
genetic atgorithm (GA) and the Hopfield neural network (NN) [1]

input | 1 2 3 4 5 6 7 3 Y 10 11 12 13 4 15
GA - - 2(D D [ 1@ | 138 ) W | 16 | 17 | K8 1) | 1am j1dn
NN - - * - * 12) | 13 | 14 ¢ 1) * 17) | K8 * * 114D

mput | 16 17 13 19 20 21 22

GA - 208) | 2(9) | 2¢10) | 20D *
NN - - * * * 2011 | 2002

{Table 2> An example of matched feature points of 3 overlapping kevs by the

genetic algorithm and Hopfield neural network 1]

input ] 2 3 4 5 6 7 8 g 10 11 12 13 14 15
GA 1 1(9) | 1010y | 1CLD) - 1413) | 1D - 3G | 3010) | 3(0) | 3(1) | 3(2) | 3t3) - -
NN 1O ¢ 10) * : * * * 3(10) | 3¢0) * 3(2) | 33 -
input | 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
GA - - - - - 20113 | 2012) | 2(0) - - 1(8)
NN - {20113 | 212) * : - *




Al the ohject= m the mpun scene agaimst alb the
model scenes. O\ representalional soructure for the
strings i proposcd and some genetic operators such
a5 crossover. mutation, and rotation are developxed i
order Lo generate good population during the gener
ation proces=s and o find pearly optimal solution. An
appropriate ness functon, which represents all the
constraints imposed by the matching  process was
formulated in order to select the hest parents and
thus to produce good offsprings. In our models, a
unary constraint such as the angle of the comer and
a hinarv constraint, tamely  the relational  distance
between two nodes, are used. Through  simudation
resufts we show that the proposed matching algo
rithm can apply model basged object recognition task.
The algorithm presented here can very easily gen-
crate good results if the low level features can be

extracted in @ reliable way,
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